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Abstract

This paper addresses source localization technique in time domain for
broadband acoustic sources. The objective is to accurately and quickly de-
tect the position and amplitude of noise sources in workplaces in order to
propose adequate noise control options and prevent workers hearing loss or
safety risk. First, the generalized cross correlation associated with a spheri-
cal microphone array is used to generate an initial noise source map. Then a
linear inverse problem is defined to improve this initial map. Commonly, the
linear inverse problem is solved with an l2-regularization. In this study, two
sparsity constraints are used to solve the inverse problem, the orthogonal
matching pursuit and the truncated Newton interior-point method. Syn-
thetic data are used to highlight the performances of the technique. High
resolution imaging is achieved for various acoustic sources configurations.
Moreover, the amplitudes of the acoustic sources are correctly estimated.
A comparison of computation times shows that the technique is compatible
with quasi real-time generation of noise source maps. Finally, the technique
is tested with real data.
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1. Introduction1

Many workers are exposed to high sound levels that may be harmful and2

lead to hearing loss or safety risk. Passive solutions have been developed to3

reduce noise emitted by acoustic sources based on acoustic panels, curtains,4

enclosures or damping materials. However, the first step in an acoustic di-5

agnosis is to accurately localize the position of the noise sources in order to6

act at the right place. The goal of this study is to develop an acoustic tool7

to accurately and quickly localize acoustic noise sources and reflections.8

Commonly, the dimensions of an industrial hall are large and the work-9

ers undergo the direct sound field and multiple reflections. Therefore, the10

source localization technique has to correctly identify all the source positions11

and reflections in order to adequately design and implement noise control12

solutions.13

Acoustic intensimetry is a technique to localize noise sources [1]. The14

sound field around an object is scanned with a two-microphones probe in15

order to estimate the acoustic intensity. Then, the radiated acoustic power16

can be computed and can be used as input to ray tracing software to predict17

the sound field in a closed environment. In a workplace the noise sources18

are multiple and distributed, therefore it is impossible to scan all the vol-19

ume. The main source positions have to be known a priori. Moreover, this20

technique is time consuming when the dimensions of the source are large.21

An alternative technique is to use an array of microphones associated22

with a source localization algorithm [2]. The goal is to compensate the time23

or phase delay between microphones in relation to a virtual scan point. The24

processing is performed either in the time or frequency domain. Frequency25

techniques use the cross spectral matrix of the microphone signals. The most26

common technique is beamforming [3]. Its main disadvantage is the poor27

spatial resolution at low frequencies. Deconvolution techniques have been28

developed to improve the resolution of the noise source map [4, 5, 6, 7, 8].29

Recent works based on inverse methods with a l1-regularization have shown30

good performances [9, 12, 13]. However, in a workplace, the noise sources31

are generally broadband so that the computational cost is large since the32

processing has to be done for each frequency. Alternative strategy has been33

proposed based on the average of the output of beamforming obtained from34

different microphone array locations [14]. Despite promising results, this35

strategy is difficult to implement in real situations.36

The most common technique in time domain is the Generalized Cross37
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Correlation (GCC) method which is based on the time delay between a mi-38

crophone pair [10]. This time delay can be used to generate a hyperbola for39

the possible source positions over the scan zone. The intersection of all the40

hyperbolas (for all the microphone pairs) provides the source positions.41

Noël et al. [11] have used the GCC associated to an inverse problem to42

localize source positions in an industrial hall. The solution of the inverse43

problem minimizes the difference between theoretical and measured cross-44

correlation functions. They obtained a noise source map with the angular45

energy flow received from each direction relative to the microphone array.46

The results are promising despite a small number of scan points and large47

computational cost due to the computation time of the global matrix.48

The objective of this study is to propose a fast source localization tech-49

nique which is able to detect the main source and reflections. Therefore, a50

minimization problem based on the GCC is proposed but with a different51

theoretical formulation and solver from Noël et al. [11]. Two different sparse52

representations with a l1-norm minimization are used to solve the minimiza-53

tion problem. Section 2 describes the theoretical background of the proposed54

source localization technique. The performances of the proposed technique55

are compared in terms of source position detection, source level estimation56

and computation time with synthetic data in Section 3. Finally, the source57

localization technique is validated with experimental data in Section 4.58

2. Source localization technique59

2.1. Microphone array signal60

An acoustic point source at location rs generates a signal s(rs, t) (with t61

the time) recorded by a set of M microphones (m = 1, ..,M) at location rm.62

Throughout the paper, bold letters denote matrices or vectors. The acoustic63

pressure signal pm recorded by a microphone m in free field conditions is64

given by65

pm(t) = αm(rs)s(rs, t−∆tms) + vm(t), (1)

where αm(rs) is the geometrical attenuation due to the propagation between66

the source and the microphone and vm(t) is an uncorrelated additive noise67

due to background or sensor noise. The Time of Flight (ToF) ∆tms between68

the source s and the microphone m is defined from the Euclidean distance69

∆tms =
1

c0
‖rm − rs‖2, (2)
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where c0 is the sound velocity and ‖ · ‖p is the p-norm of a vector or matrix.70

The microphone array signal y(rs, t) is given by the arithmetic mean of the71

microphone signals72

y(rs, t) =
1

M

M∑
i=1

pi(t). (3)

2.2. Time domain Beamforming73

Classically, acoustic source localization or imaging is performed using the74

output power of the microphone array signal ye(rs) defined for a continuous75

signal by76

ye(rs) = E{y(rs, t)
2} =

∫ +∞

−∞

1

M2

M∑
i=1

M∑
j=1

pi(t)pj(t)dt, (4)

where E{·} is the expectation value. The output power of the microphone77

array signal can also be written as78

ye(rs) =
1

M2

M∑
i=1

M∑
j=1

(pi ? pj)(τ), (5)

where the product (pi ? pj) corresponds to the cross-correlation function of79

two microphone signals at time lag τ = (∆tjs −∆tis) defined by80

(pi ? pj)(τ) =

∫ +∞

−∞
pi(t)pj(t+ τ)dt. (6)

The auto-correlation terms (i = j) in Eq. (6) do not bring information about81

the time delay estimation therefore they are not accounted for in Eq. (5).82

Moreover, due to the symmetry of the cross-correlation function, redundant83

microphone pairs are removed. Thus, if the source position is searched over84

a set of rl scan points (l = 1, ..., L), the modified output power of the micro-85

phone array signal y′e(rl) is defined by86

y′e(rl) =
1

Mp

M∑
i=1

∑
j>i

(pi ? pj)(∆tjl −∆til), (7)

where Mp is the number of microphone pairs.87
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2.3. Generalized Cross Correlation (GCC)88

To compute the cross-correlation function, the inverse Fourier of the89

cross-spectrum of the microphone signals Cij at angular frequency ω is used.90

A weighting function Wij(ω) is introduced in the cross-correlation function91

which is now called Generalized Cross-Correlation (GCC) function and de-92

fined by the symbol (◦),93

(pi ◦ pj)(τ) =

∫ +∞

−∞
Wij(ω)Cij(ω) exp (jωτ)dω, (8)

where94

Cij(ω) =

(∫ +∞

−∞
pi(t) exp (−jωt)dt

)(∫ +∞

−∞
pj(t) exp (−jωt)dt

)∗
. (9)

The symbol (·)∗ corresponds to the complex conjugate. The weighted cross-95

spectrum is used to accurately estimate the time delay between the micro-96

phone signals. The most common weight is the PHAse Transform (PHAT) [10]97

given by98

Wij(ω) =
1

| Cij(ω) |
, (10)

where | · | is the absolute value. This weighting function whitens the cross-99

spectrum of the microphone signals by normalizing it by its magnitude in100

order to retain the phase information only. Therefore, the modified energy101

of the microphone signals can now be expressed as102

y′e(rl) =
1

Mp

M∑
i=1

∑
j>i

∫ +∞

−∞
Wij(ω)Cij(ω) exp (jω(∆tjl −∆til))dω. (11)

Commonly, the set of scan points l defines a surface and the result is an image103

coded with colors, called noise source map. In the case of a single source, the104

noise source map is composed of a main lobe with side and spurious lobes.105

The main lobe has the highest amplitude and corresponds to the source106

position. The side lobes are due to the finite aperture of the microphone107

array and spurious lobes can be considered as noise. In the case of several108

sources, the side lobes may overlap and create false sources and the amplitude109

of spurious lobes may increase and prevent the detection of sources with110

lower levels. Therefore, techniques which decrease the influence of side and111

spurious lobes have to be proposed.112
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2.4. Inverse model with sparsity constraint113

One approach to decrease the effect of side and spurious lobes and thus114

to improve the source localization is to define an optimization problem J115

which consists into finding the source vector x (corresponding to the power116

of the source signal) that minimizes a cost function ρ that depends on the117

measured noise source map y′ (obtained with GCC Eq. (11), where y′e is an118

element of y′) and a modeled source map ŷ119

J(x) = min
x
ρ(y′, ŷ). (12)

The modeled source map is defined by the following linear system120

ŷ = Ax, (13)

where A corresponds to a propagation model matrix [15]. To design the prop-121

agation model matrix, an acoustic source at location rk is considered. First122

the time delay estimation ∆tij,k between the source (k) and a microphone123

pair (i, j) is computed124

∆tij,k =
1

c0
‖ri − rk‖2 −

1

c0
‖rj − rk‖2 = ∆tik −∆tjk. (14)

Then the time delay estimation between a scan point at location rl and this125

microphone pair ∆tij,l is computed. Finally, the difference between the time126

delay estimations (∆tij,k−∆tij,l) is calculated. A small difference means that127

the scan point is potentially close to the source; conversely a large difference128

corresponds to a scan point far from the source. A term of the propagation129

matrix A can be defined for all the microphone pairs by130

a(rk, rl) =
1

Mp

M∑
i=1

∑
j>i

{
1 if | ∆tij,k −∆tij,l |≤ ε ε ≥ 0
0 otherwise.

(15)

If the difference between time delay estimations is small the value is set to 1131

and 0 otherwise, this means that only the contribution of the scan point close132

to the source position are considered. However, since the number of sources133

is unknown, rk is varied among all points of the scan area, k = 1, ..., L and134

the propagation matrix becomes135
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A =


a(r1, r1) a(r1, r2) · · · a(r1, rL)
a(r2, r1) a(r2, r2) · · · a(r2, rL)

...
...

. . .
...

a(rL, r1) a(rL, r2) · · · a(rL, rL)

 . (16)

The matrix A only involves the sound speed, scan point and microphone136

positions and thus is independent on the sound field. The cost function ρ is137

chosen to represent the Euclidean distance, therefore the linear least squares138

problem can be defined as139

J(x) = min
x
‖y′ −Ax‖22. (17)

If the number of scan points is larger than the number of sources, sparse140

methods can be used to solve the linear inverse problem, this involves mini-141

mizing the l0-norm of the x vector. However the minimization of the l0-norm142

is difficult in practice. Convex relaxation of the l0-norm using the l1-norm is143

preferred. Therefore, the linear inverse problem to be solved is144

J(x) = min
x

(
‖y′ −Ax‖22 + λ‖x‖1

)
, (18)

where λ is a regularization parameter. In the last years, several methods have145

been proposed to solve linear inverse problems with sparsity constraints. In146

this study, the solution given by the Orthogonal Matching Pursuit (called147

OMP in the following) [16, 13] and the truncated Newton interior-point called148

Large Scale l1 (called LS1 in the following) [17] are compared. Both methods149

have been chosen for their fast computation time.150

Indeed, in the context of source localization in a workplace, the noise151

source maps have to be quickly generated at each workstation. Although152

the inverse problem to be solved is the same, each method proceeds in a153

different way. A theoretical comparison of the methods is out of the scope154

of this paper, for more information the reader is referred to a review paper155

on sparse representation [18]. Both methods are compared with the classical156

GCC in terms of source localization, sound level estimation and computa-157

tional time. Each method requires user defined parameters. In OMP, the158

stop criterion of the iteration process is determined by the residual such as159

explained in Padois et al. [13], which is close to the number of sources. In160

LS1, the regularization parameter λ has to be defined. Koh et al. [19] have161

defined a maximum regularization parameter λmax and have suggested the162
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range [0.001λmax : 0.1λmax]. Decreasing the regularization parameter value163

increases the computation time. Therefore, the regularization parameter cho-164

sen is λ = 0.1λmax. Finally, it should be noticed that the more accurate is165

the GCC noise source map the more efficient are the inverse methods.166

3. Numerical comparison of the source localization technique167

3.1. Numerical set-up168

To highlight the abilities of the proposed source localization technique in169

perfectly controlled conditions, synthetic data are used in a free field envi-170

ronment. The simulated sound pressure recorded by the microphone array171

is computed using Eq. (1). The microphone array is designed as a compact172

array able to detect sources in all directions in an industrial context. It is173

a sphere composed of three circles as shown in Figure 1 (similar to Noël’s174

study [11]). The radius of the larger circle is 0.25 m and 0.2 m for the smaller175

circles. The distance between the smaller circles and the main circle is 0.15 m.176

Each circle has five microphones, therefore the total number of microphone is177

M = 15. In practice, the goal is to move the microphone array at various po-178

sitions in the sound field and quickly generate the corresponding noise source179

maps. Therefore, the microphone array needs to be compact and include few180

microphones in order to keep computation costs reasonable [11]. Commonly,181

the noise generated in industrial halls is composed of many sources and reflec-182

tions over a broad frequency range. Thus the source signal considered here183

is a Gaussian white noise with a zero mean value and a standard deviation184

equal to 1. The source level is set to 94 dB. The acoustic time signal is sam-185

pled at 44, 000 Hz and 16, 384 points are used to compute the cross-spectrum186

Eq. (9). The sound speed is set to c0 = 340 m/s. The source locations are187

searched in a plane (including the source positions), called scan zone, at 1 m188

from the center of the spherical microphone array. The scan zone is a square189

with side equal to 1 m. The scan zone is sampled with 21 points in each190

direction which leads to a total number of scan points equal to L = 441191

points and a spatial sampling of 5 cm. The GCC Eq. (11) is computed with192

all the microphone pairs Mp = (M×(M−1))/2 = 105. The PHAT weighted193

function is used to whiten the cross-spectrum according to Eq. (10). PHAT194

removes the magnitude of the cross-spectrum for all frequencies therefore the195

source levels can not be estimated from Eq. (11). To recover the source mag-196

nitude, a compensation factor has to be introduced in Eq. (11). The root197

mean square of the cross-spectrum is a scalar value and can be seen as the198
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energy of the signal. Therefore, the cross-spectrum Cij is multiplied by its199

root mean square in Eq. (11). The GCC Eq. (11) is computed for all the scan200

points and the result obtained is called the noise source map. The center of201

the noise source map is at the same height than the center of the spherical202

microphone array (at 1 m). The noise source map is coded with colors where203

darker colors correspond to louder noise sources. The dynamic range of the204

noise source map is 16 dB and 1 dB corresponds to one coded color.205

Figure 1: Spherical array composed of 15 microphones (red dots) in the case of three
acoustic point sources (large circles at z = 1 m). The scan zone is represented by the gray
dots (at z = 1 m) (color online).

3.2. Case of three uncorrelated sources206

First, the case of three uncorrelated point sources is investigated. The207

source spacing is 0.2 m. The noise source maps are computed with the source208

localization technique discussed in Section 2 and are shown in Figure 2. The209

GCC noise source map exhibits three spots at the source locations with large210

spurious lobes. In this case, an accurate detection of the source positions is211

difficult. OMP and LS1 provide noise source maps with only three spots at212

the source locations. Both methods remove the spurious lobes and provide213
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a high resolution source map. GCC and OMP correctly estimate the magni-214

tudes of the three sources whereas LS1 under-estimates by 1 dB the source215

level. This case validates the three methods and shows the efficiency of OMP216

and LS1 algorithms at perfectly detecting the positions of three uncorrelated217

sources.218

a) b) c)

Figure 2: Noise source maps for three broadband uncorrelated sources, a) GCC, b) OMP
and c) LS1. The circles are the source positions. The colorbar is in dB (color online).

3.3. Case of three correlated sources219

In some situations, the signals generated by sources may be correlated220

such as in the case of ground or wall reflections. Now, the input signal is the221

same for the three sources and the configuration is kept similar. The noise222

source maps are shown in Figure 3. GCC exhibits a main lobe at the central223

source position with two smaller spots at the two other source positions. In224

this case the pattern is clearly different from the previous configuration and225

it is more difficult to detect the three source positions. Due to the correlation226

between source signals, the side lobes merge to create a louder source at the227

origin. Both OMP and LS1 algorithms improve the source localization and228

each source is well detected. However, the source level is under-estimated for229

the left and right sources with each technique.230

3.4. Case of an extended source231

In the previous configuration, the noise source was a point source. How-232

ever, in practical situations, noise sources are often extended. Therefore an233

extended source composed of 41 uncorrelated point sources from x = −0.2 m234

to x = 0.2 m is computed (which means one source by centimeter). The scan235
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a) b) c)

Figure 3: Noise source maps for three broadband correlated sources, a) GCC, b) OMP
and c) LS1. The circles are the source positions. The colorbar is in dB (color online).

zone spacing is 5 cm therefore the number of sources by scan point is equal236

to 5, thus if the contributions of sources are summed up, an overall source237

level by scan point can be defined (10 log10((5×1)/4×10−10) = 101 dB). The238

noise source maps are shown in Figure 4. GCC shows an extended source239

with a large main lobe which may impair the localization of sources with a240

lower level. OMP and LS1 improve the noise source map. The source level241

estimated by both methods is close to 100 dB. Therefore, OMP and LS1242

correctly detect the source positions and moreover are able to estimate the243

source level with a small error.244

a) b) c)

Figure 4: Noise source maps for an extended source, a) GCC, b) OMP and c) LS1. The
circles are the left, center and right limits of the extended source. The colorbar is in dB
(color online).
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3.5. Case of three sources with unequal magnitudes245

In this section, the ability to detect sources with unequal magnitudes is246

investigated. The configuration is similar that in Section 3.2 where three247

uncorrelated sources are 1 m from the array. However, the magnitude is248

decreased by 3 dB and 6 dB for the left and right sources, respectively.249

The noise source maps are shown in Figure 5.a-c. In each case the source250

positions are correctly detected but the best results are obtained with OMP251

and LS1. To gain insight into the noise source maps, slices at y = 0 m252

are plotted in Figure 5.d-f. These figures clearly show the high resolution253

ability of OMP and LS1. The best sound level estimation is given by OMP254

method whereas GCC and LS1 under-estimate the sound level. With LS1,255

it would be possible to improve the sound level estimation by decreasing the256

regularization parameter value.257

a) b) c)

d) e) f)

Figure 5: Noise source maps for three broadband uncorrelated sources with unequal mag-
nitudes, a) GCC, b) OMP and c) LS1 and slices at y = 0 m d) GCC, e) OMP and f) LS1.
The circles are the source positions and source levels. The colorbar is in dB (color online).
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3.6. Computation time258

The previous sections compared the efficiency of the source localization259

technique to detect source positions and levels. In an industrial context,260

the microphone array should be moved at several positions therefore the261

computational time of the methods should remain reasonable. According to262

Noël et al. [11], their technique requires several hours with 648 scan points263

(PC with 450 MHz clock rate and 256 Mb memory).264

The computational time of the technique is compared for several numbers265

of scan points. The time is given by the tic-toc function of Matlab R2014a.266

A dual core processor at 3.33 GHz is used with 4 Go of Ram. The time for267

building the propagation matrix A (Eq. (16)) and for solving the problem268

using OMP and LS1 is provided for comparison. The construction of matrix269

A and the implementation of OMP are custom-made codes whereas LS1 is270

based on the Large-Scale l1-Regularized Least Squares Problems toolbox [19].271

The computation time of GCC is very low and mainly dependent on the272

number of microphone pairs and is therefore not compared with the other273

methods. The total number of scan points ranges from L = 361 points274

(19 × 19 grid size) up to L = 3025 points (55 × 55 grid size). The result275

is shown in Figure 6. The time required to build matrix A is lower than276

a minute if the number of scan points is lower than 3000. Both OMP and277

LS1 require less than a minute if L < 3000. Therefore, the computation278

time does not exceed two minutes for a scan zone with 3000 points (which is279

almost five times larger than Noël et al. [11]). From the trend of the curves,280

it is possible to define a power law depending on the number of scan points.281

OMP and LS1 computation times increase with the square of the number of282

scan points. OMP is the fastest method (for 5 iterations). Finally even with283

a large number of scan points, the computation time is still reasonable and284

can be applied at different workstations.285

4. Experimental study of the performances of the source localiza-286

tion technique287

4.1. Experimental set-up288

The performances of the source localization technique have been assessed289

previously using synthetic data. Now, experimental data are used to confirm290

the previous results. Experiments were conducted in the hemi-anechoic room291

of the ICAR laboratory (ÉTS-IRSST, Montréal). To set-up the microphone292
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Figure 6: Computation time of OMP and LS1 versus the total number of scan points
(using Matlab R2014a, running on a dual core processor at 3.33 GHz and 4 Go of Ram).

array, a frame was composed of a sphere of radius 3.81 cm supported by a tri-293

pod. Holes were drilled in the sphere according to the microphone geometry.294

Rods with 20 cm length were inserted into the holes and the microphones295

were mounted at the end of the rods to obtain an array radius of 0.25 m (see296

Figure 7.a). Brüel&Kjaer microphones type 4935 were used and the signals297

were recorded using a Brüel&Kjaer 3038B front end and Brüel&Kjaer Pulse298

software. The acoustic signals were sampled at 65,536 Hz during 15 seconds.299

The source signal was a white noise generated by a NI PXI-4461 card con-300

trolled with Labview. The signal was amplified by a BSWA audio amplifier301

SWA 100 and emitted by a loudspeaker. Two metal sheets were set on the302

ground and on the side close to the loudspeaker (see Figure 7.b). The goal is303

to create ground and wall reflections. The distance between the loudspeakers304

and the center of the microphone array was 2 m. In this configuration, the305

microphone array records the direct acoustic field and the multiple reflections306

from the ground and walls. The scan zone where the sources are searched307

was a spherical grid with a radius of 2 m, θ = [1 : 360]◦ the azimuth and308

φ = [−90 : 90]◦ the elevation. The number of scan points is 90 (respectively309

45) along the azimuth (respectively elevation) which leads to a total number310
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of scan points of 4050.311

a) b)

Figure 7: a) 15 spherical microphone array and b) view of the loudspeaker from the
microphone array.

The noise source maps obtained with the GCC, OMP and LS1 are shown312

in Figure 8. The GCC noise source map exhibits several spots at the source313

position with a high amplitude spurious lobe. With this technique, it is really314

difficult to clearly identify the number of sources. OMP and LS1 methods315

allow for removing the spurious lobe and four main spots are detected. These316

sources correspond to the direct source, the ground reflection (GR), the wall317

reflection (WR) and the combination of both reflections (W+G). Probably318

due to the side and spurious lobes, the GCC provides higher amplitude for319

the GR whereas both OMP and LS1 estimate lower amplitude. All methods320

find the lowest level for the (W+G) as expected. Finally the best noise321

source maps are provided by OMP and LS1 which allow for a clear detection322

of source position with a rational sound level estimation.323

5. Conclusion324

This study focuses on the source localization of acoustic sources. The ob-325

jective is to quickly detect the source positions and its reflections. Three time326

domain source localization methods have been investigated. The Generalized327

Cross Correlation (GCC) provides a coarse noise source map which prevents328

an efficient source detection. Therefore, a linear inverse problem is defined329

to improve the initial map and solved with two different sparsity constraints,330

called Orthogonal Matching Pursuit (OMP) and truncated Newton interior-331

point (LS1). Synthetic data generated for different source configurations were332

used to highlight the performances of these methods. As compared to GCC,333
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a)

b)

c)

Figure 8: Noise source maps for a loudspeakers with Ground Reflection (GR), Wall Re-
flection (WR) and a combination Wall-Ground (W+G), a) GCC, b) OMP and c) LS1.
The colorbar is in dB.
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sparsity constraint methods provide a high resolution imaging with a correct334

estimation of the source levels. Moreover, the computation time is reason-335

able for industrial applications. Finally an experiment has been carried out336

in a hemi-anechoic room that was treated to enhance wall reflections. The337

results have shown that both OMP and LS1 are able to localize the direct338

source and reflections from the ground or wall more accurately than GCC.339
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