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Abstract — The objective of this study is to improve the performance of the extremum-seeking control (ESC) technique in terms of time and accuracy of convergence towards the optimum operating point of a dynamic system subject to the effect of external disturbances. More precisely, the idea is to reduce the undesirable effect of time scale separation in ESC on the performance of the closed loop system. The method consists in adaptively controlling the excitation signal amplitude using a neural network (NN) model, which gives a real-time estimate of the optimal operating point based on the measurement of the external disturbances. Stability of the proposed ESC with adaptive excitation, referred to in the following as ESC_a, is demonstrated. The superiority of ESC_a compared to ESC in terms of accuracy and time of convergence to the optimum is demonstrated both theoretically and experimentally, in the case of the optimization of a photovoltaic panel system (PV).

Index Terms— Extremum-Seeking Control, Neural Networks, Optimization, Photovoltaic System.

I. INTRODUCTION

The increasing complexity of engineering systems has led to numerous optimization challenges. Indeed, analytical solutions to nonlinear optimization problems are difficult or even impossible to obtain. ESC is a real-time optimization approach among others that addresses situations where the model and/or the cost function of the system to be optimized in its static mode are not available to the designer. In this case, the optimization methods are converted into a control problem of the estimated gradient to zero. This gradient is estimated by exciting the system from its input with an excitation signal and correlating this entry with its effect on the output of the system. It requires however the availability of the signals measurements of the input and the output of the system to control. A good review of literature on the ESC can be found in [1-3].

For most applications, the dynamics of the system to be optimized are nonlinear. In this case, the main difficulty of the ESC technique [4] is the requirement of multiple time scales between the dynamics of the system, the frequency of excitation and the speed of adaptation. The excitation must be an order of magnitude slower than the system dynamics to separate the effect of excitation from the dynamics of the system. Moreover, the adaptation must be slower than the excitation in order to distinguish the effect of excitation from the adaptation one. Unfortunately, these multiple separations of time scales have the effect of slowing down the convergence. In cases where the optimal operating point is moving slowly, ESC will perform correctly but if the system is submitted to frequent external disturbances, the performance achieved will be sub-optimal. In [1], the issue of the ESC technique convergence time was addressed and the requirement of time scale separation was eliminated. A dynamic compensation scheme was proposed providing a guarantee of stability, a rapid monitoring of changes of the operating point, and a measurement noise rejection. The result was limited however to optimization problems for systems with linear dynamics. Several other approaches were proposed to reduce the effect of time scale separation on the speed of convergence, but these approaches are based on specific conditions such as a priori knowledge of the objective function structure [5, 6], a linear time-invariant process [7], a system belonging to a class of well-defined non-linear systems [8] or an unknown linear system [9]. However, when real applications are considered, ESC must be applied to non-linear systems with unknown dynamics.

External disturbances in many systems are measurable. Assuming that these disturbance measurements are available to the expert, they can be used to improve the performance of ESC [4]. Indeed, the modeling of the relation between the optimal operating point of the system and the external disturbances allows a real-time estimation of the location of the system optimum for each new measurement of the external disturbances. Based on the estimates provided by this model, it is then possible to adjust the ESC parameters in real time in order to converge more quickly and more precisely towards...
the desired optimum. The parameters that have a significant effect on the convergence speed and accuracy of ESC include the initial conditions of the manipulated variable and the amplitude of the excitation signal. The sinusoidal signal is generally chosen as an excitation signal in the ESC. In [10] a proof that the choice of the shape of the excitation signal has a direct effect on the convergence rate of ESC is demonstrated. The study shows that ESC with a rectangular excitation signal is twice as fast as a sinusoidal signal and four times faster than a triangular signal. In [11] and [4], the authors indirectly controlled the initial condition at the ESC integrator, using anticipative action to improve the speed of convergence. In this paper, we perform an adaptive control of the amplitude of the excitation signal. Note that in [12], the excitation signal amplitude was also adapted but only to improve the accuracy of ESC in order to converge to a global maximum instead of a local one. Our objective on the other hand is to improve both accuracy and speed of convergence. In this paper, it is assumed that the objective function to be optimized is unimodal. Thus, the proposed approach consists in using the optimum estimation to control in real time the amplitude of the excitation signal in order to precisely and quickly follow the desired optimum operating point. The proposed model linking the external disturbance to the optimal operating point is based on a multilayer neural network structure. The stability of the proposed approach is demonstrated. A comparative study of ESC schemes with and without adaptive excitation in terms of accuracy and time convergence to the optimal operating point is also provided theoretically and experimentally in the case of power optimization of a photovoltaic panel that is subject to a measurable external disturbance represented in this case by radiation of sunlight.

The paper is organized as follows. After an introduction, Section II defines the optimization problem considered whereas Section III presents the classical ESC scheme. In Section IV the proposed ESC_C approach is presented and its stability is studied in Section V. A theoretical comparative analysis between ESC and ESC_C is performed in Section VI whereas an experimental evaluation of both methods is provided in Section VII. Finally, conclusions of the paper are presented in Section VIII.

II. OPTIMIZATION PROBLEM FORMULATION

Let us consider a dynamic system described by the following equation:

\[ x = f(x, u, d_m) \]  

where \( d_m \in \mathbb{R}^h \) is the measurable disturbances vector, \( x \in \mathbb{R}^n \) is the state vector, \( f: \mathbb{R}^h \times \mathbb{R} \times \mathbb{R}^h \rightarrow \mathbb{R}^n \) is unknown and \( u \in \mathbb{R} \) is the input such that:

\[ u = a(x, \beta) \]  

with \( a \) being a smooth control law parameterized by the scalar \( \beta \) in closed loop.

The optimization problem consists in maximizing an objective function \( f \) which describes the performance of the system in static mode. Thus the optimization problem is described mathematically as follows:

\[
\begin{align*}
\text{Max}_\beta \quad & f(x, \beta, d_m) \\
\text{s.t.} \quad & x = f(x, \beta, d_m) = 0
\end{align*}
\]  

where \( f: \mathbb{R} \rightarrow \mathbb{R} \) is unknown but can be evaluated from available measurements.

III. EXTREMUM SEEKING CONTROL

ESC is a real-time optimization method that solves the problem defined in (3) while assuming that the system dynamics \( f \) and the objective function \( f \) are unknown. The method consists in exciting the system by periodic signals and observing the output behavior of the system in static mode in order to estimate and control the gradient of the objective function to zero. The ESC structure (see Fig. 1) is defined as follows:

\[
\begin{align*}
\beta &= \hat{\beta} + a \sin(\omega t) \\
\hat{\beta} &= k_{ESC} \hat{g} \\
\hat{g} &= -\omega_1 \hat{g} + \omega_1 (1 - \eta) a \sin(\omega t) \\
\eta &= -\omega_0 \eta + \omega_0 f
\end{align*}
\]

where \( a \in [a_{\text{min}}, a_{\text{max}}] \) represents the amplitude of the excitation signal which is, in most cases, represented by a sinusoidal signal, \( \omega \) is the frequency of the excitation signal, \( a_{\text{min}} \) and \( a_{\text{max}} \) are small positive constants with \( a_{\text{max}} = \varepsilon a_{\text{min}}, \varepsilon \in \mathbb{R} \) and \( \varepsilon > 1 \), \( \omega_0 \) is the cutoff frequency of the high-pass filter used to eliminate the constant part \( \eta \) of \( f \), \( \omega_1 \) is the cutoff frequency of the low-pass filter used to obtain the average value of the correlation between \( f \) and the excitation signal and \( k_{ESC} \) is the integral controller gain used to push the estimated gradient \( \hat{g} \) to zero.

Fig. 1. Block diagram of ESC scheme.

A judicious choice of ESC parameters is essential to ensure stability and compromise between accuracy and speed of convergence to the optimal operating point. Indeed, if the system is subject to large and rapid external disturbances, these performance criteria will be degraded in the case of optimization of non-linear systems with unknown dynamics as previously shown in a microbial fuel cell application [4]. Also in [13], for the same system, the effect of the choice of \( k_{ESC} \) and \( a \) on ESC performance in terms of accuracy and speed of convergence is shown. Therefore, adapting the ESC parameters, as proposed in this paper, is essential to ensure stability and converge quickly and accurately to the optimal operating point in the presence of external disturbances.
IV. PROPOSED APPROACH: ESCₐ

A. ESCₐ structure

The amplitude of the ESC excitation signal is among the control parameters which have the most important effect on the precision and convergence time of the optimization method (when the amplitude decreases, the time of convergence towards the optimum increases and the precision increases around the optimum and vice versa). Thus, as in the proposed ESCₐ scheme depicted in Fig. 2, if an estimate of the optimal operating point position is provided to the ESC loop, the excitation signal amplitude may be adaptively controlled, so that the amplitude becomes smaller when the operating point is near the optimum and larger when it is far from it. As a result, the ESCₐ loop converges both precisely and rapidly to the desired optimal operating point.

![Fig. 2. Block diagram of the proposed ESCₐ.](image)

Suppose that there exists a function \( p: \mathbb{R}^h \rightarrow \mathbb{R} \) providing an estimate \( \beta^* \) of the real optimum \( \beta^* \) using the measurement of the external perturbations vector \( d_m \):

\[
\beta^* = p(d_m). \tag{8}
\]

Taking into account the estimate \( \beta^* \), one can control the amplitude of the excitation signal according to the error \( e \) between \( \beta^* \) and \( \hat{\beta} \). Hence, the constant amplitude \( a \) in the classic ESC will be replaced by variable amplitude \( \delta \), whose expression is described by the following equations:

\[
\delta = \begin{cases} 
 a_{\text{max}} & \text{if } |e| > e_{\text{max}} \\
 a_{\text{min}} & \text{if } |e| < e_{\text{max}}
\end{cases} \tag{9}
\]

with \( e = \beta^* - \hat{\beta} \), \( e_{\text{max}} \in \mathbb{R} \) being the maximum estimation error or switching error value prescribed by the expert with \( e_{\text{max}} \rightarrow 0 \) if \( \beta^* \rightarrow \beta^* \).

Thus, equations (4), (5) and (6) of the ESC technique scheme are respectively replaced by the following equations:

\[
\beta = \beta + \delta \sin(\omega t) \tag{10}
\]
\[
\hat{\beta} = k_{\text{ESC}} \hat{\delta} \tag{11}
\]
\[
\hat{\delta} = -\omega_1 \hat{\delta} + \omega_1 (1 - \eta) \delta \sin(\omega t), \tag{12}
\]

with \( k_{\text{ESC}} \) is the ESCₐ gain.

B. Modeling the function \( p \) using a Neural Network model

Most of the time, as long as real systems are considered, the relation between the optimal operating point \( \beta^* \) and the external perturbation \( d_m \) is highly non-linear and very difficult to identify with the laws of physics. In this situation, the Neural Networks modeling method is chosen since it requires only a limited number of input / output data in order to give a good model of the relation between \( d_m \) and \( \beta^* \). Neural Networks approach is very efficient and powerful in the modeling of complex systems [14-16] whereas the use of an empirical model having a fixed structure suffers from a lack of flexibility especially in the case where there are several measurable disturbances. Thus, the identification of the model parameters becomes difficult and the optimum estimate becomes imprecise. In [4], a comparative study has been carried out between two anticipative ESC schemes using respectively a neural network model and a static linear model in the anticipation loop. The performance of the two approaches was compared through the optimization of the power delivered by a microbial fuel cell for which the measurement of the inlet substrate concentration was considered as the external perturbation. The study showed that the neural network model provides a more accurate estimate than the linear model and brought the system to its optimum with an advance of 20 days on the linear model. In addition, due to its capacity of generalization, the neural network model is able to provide an accurate approximation of the system behavior [17], starting with only a limited set of experimental data.

In the literature, there are several types of neural networks. The choice of a neural network generally rests on three characteristics: the architecture (multi-layered or not), the learning mode (supervised or unsupervised) and the learning algorithm (quasi-Newton, backpropagation, BFGS, etc.).

Since the input \( d_m \) and output \( \beta^* \) measurements are assumed to be available to the expert, the learning mode of the neural network will be supervised and a multi-layered perceptron with a hyperbolic tangent activation function and one hidden layer will be used to identify the function \( p \). Moreover, the backpropagation algorithm [18] will be used during the learning phase.

Once the learning phase is completed, the model which represents the function \( p \) is described by the following equation:

\[
p(d_m) = \beta^* = (1 - e^{-m_{NN}W_2^T \phi_2})/(1 + e^{-m_{NN}W_2^T \phi_2}), \tag{13}
\]

where:

\[
\phi_2 = \begin{bmatrix} \text{bias} \\ \chi \end{bmatrix}, \tag{14}
\]

\( \chi \) is the vector of length \( c \) with the \( i \)-th element defined by the activation function of each neuron of the hidden layer, i.e.,

\[
\chi(i) = (1 - e^{-m_{NN}W_2\psi(i)})/(1 + e^{-m_{NN}W_2\psi(i)}), \tag{15}
\]

\[
\psi = W_1^T \phi_1 \tag{16}
\]

\[
\phi_1 = \begin{bmatrix} \text{bias} \\ d_m \end{bmatrix}, \tag{17}
\]

and \( W_1 \in \mathbb{R}^{bc} \), \( W_2 \in \mathbb{R}^{c\times a} \) are respectively the sets of synaptic weights between the neuron input and the hidden layer and between the hidden layer and the output neuron fixed after learning respectively, whereas \( m_{NN} \in \mathbb{R}^{c} \) is the slope of the hyperbolic tangent activation functions \( \phi_1 \) and \( \phi_2 \).
where \( \sigma(t) : R^* \rightarrow \tau = \{1,2\} \) represents the switching law and \( A_{\sigma(t)} \in \{A_1, A_2\} \) with

\[
A_1 = \begin{bmatrix}
  a_{\text{max}} k_{\text{ESC}_a} J^*/2 & 0 \\
  0 & -\omega_h
\end{bmatrix}
\]
and,

\[
A_2 = \begin{bmatrix}
  a_{\text{min}} k_{\text{ESC}_a} J^*/2 & 0 \\
  0 & -\omega_h
\end{bmatrix}.
\]

The switching law is described by the following system of equations:

\[
\sigma(t) = \begin{cases}
  1 & \text{if } e = |\hat{\beta}_{av} - \hat{\beta}| > \epsilon_{\text{max}} \\
  2 & \text{if } e = |\hat{\beta}_{av} - \hat{\beta}| < \epsilon_{\text{max}}.
\end{cases}
\]

According to (29) and (30) the two sub systems \( \dot{x} = A_1 x \) and \( \dot{x} = A_2 x \) are asymptotically stable, but according to [20], it is not sufficient to guarantee the stability of the system (28) during the switching from \( A_1 \) to \( A_2 \) or from \( A_2 \) to \( A_1 \). Hence, we must study the stability of the switching system (28).

From [20], if the two sub systems are linear and asymptotically stable, we only need to demonstrate the existence of a common Lyapunov function for the two to ensure the stability of the system (28).

According to [21], a sufficient condition for the existence of a common Lyapunov function for the linear sub systems \( \dot{x} = A_1 x \) and \( \dot{x} = A_2 x \) is to have \( A_1 \) and \( A_2 \) being triangular simultaneously using a non-singular transformation \( T \).

**Theorem** [21]: If \( A_i, (i = 1,2,\ldots,M) \) are real matrices that commute pairwise (i.e. \( A_i A_j = A_j A_i \) for all \( i,j \)) then a matrix \( T \) exists such that \( T A_i T^{-1} \) are in triangular form. If \( A_i \) are stable matrices, a common Lyapunov function \( v(x) = x^T P x \) exists for the system \( \dot{x} = A_1 x \).

Then, according to (29) and (30):

\[
A_1 A_2 = A_2 A_1.
\]

Thus, \( A_1 \) and \( A_2 \) are stable, commute pairwise, and the \( T \) matrix exists. Consequently a common Lyapunov function exists and the system (28) is therefore asymptotically stable.

### VI. PERFORMANCE ANALYSIS OF ESC AND ESC-A SCHEMES

#### A. Convergence analysis of the ESC scheme

Considering the average model of the closed loop system (Fig. 1) [13], the estimated gradient of the performance index \( \hat{g} \) can be approximated as follows:

\[
\hat{g} = \frac{\epsilon^2}{2} f(\hat{\beta}),
\]

with \( f(\hat{\beta}) \equiv \frac{\partial J}{\partial \beta} \).

Consequently, the time derivative of the input \( \dot{\beta} \) is described by:

\[
\dot{\beta} = k_{\text{ESC}_a} \sin(\omega t) \left( J(\beta + \delta \sin(\omega t)) - \eta \right)
\]

Thus, the low-pass filter is removed.

\[
\dot{\eta} = \omega h (J(\beta + \delta \sin(\omega t)) - \eta).
\]

**CHOICE OF THE EXCITATION AMPLITUDE A IN ESC SCHEME FOR 3 DIFFERENT SITUATIONS**

<table>
<thead>
<tr>
<th>Situation 1</th>
<th>Situation 2</th>
<th>Situation 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a )</td>
<td>( a_{\text{min}} )</td>
<td>( \frac{1+\mu}{\epsilon} &lt; \mu &lt; 1 + \epsilon )</td>
</tr>
</tbody>
</table>
\[ \dot{\beta} = (k_{ESC}a^2/2)\ddot{f}(\beta). \]  
\[ \beta = a^2k_{ESC}m(\beta - \beta^*), \]  
with \( m = \frac{1}{2}\frac{\partial f}{\partial \beta} \). 

One can provide a linear expression to characterize the evolution of \( \beta \):

\[ \dot{\beta}(t) = (\beta_0 - \beta^*)e^{a^2k_{ESC}t} + \beta^*. \]  

Let us define \( T_{ESC} \) as the time needed, starting from an initial input \( \beta_0 \) for the ESC loop to approach the optimum \( \beta^* \) within a precision of \( \pm 5\% \). Thus,

\[ T_{ESC} = \Gamma/(\alpha a_{max}) \]  

with \( \Gamma = \frac{\ln|\beta_0 - \beta^*|}{(\beta_0 - \beta^*)} \) and, \( \alpha_{max} = k_{ESC} \cdot a \) being the maximum combination between \( k_{ESC} \) and \( a \) chosen by the expert in order to achieve the best performance in terms of precision and time of convergence to the optimum, while respecting the stability conditions:

\[ a \cdot k_{ESC} \cdot \frac{\partial^2 f}{\partial \beta^2} |_{\beta^*} < \omega \text{ and } \omega_h \ll \omega. \]  

Moreover, from (38) and (4) if \( t \geq T_{ESC} \), the ESC control input \( \beta \) oscillates around the optimum \( \beta^* \) with a maximum error \( E_{ESC} \) that can be described as follows:

\[ E_{ESC} \approx a + 0.05|\beta^*|. \]  

According to (33), (38) and (40), the convergence time depends on \( k_{ESC} \) and \( a \) whereas the estimated gradient and the maximum error depend only on \( a \). Consequently, it is clear that the amplitude \( a \) which is to be chosen by the expert has a large influence on the speed of convergence and the precision. This choice can be summarized in three situations:

- **Situation 1**: the expert wants to reach the maximum of precision around the optimum.
- **Situation 2**: the expert wants to make a compromise between the minimum time of convergence and maximum precision around the optimum.
- **Situation 3**: the expert wants to reach the optimum as quick as possible.

For each of these 3 situations, the choice of the perturbation signal amplitude is done according to Table I. Note that for situation 2, the tuning parameter \( \mu \) provides some flexibility to the user in the compromise to be done between precision and speed of convergence. In all cases, \( k_{ESC} \) is adjusted according to the choice of \( a \) such that \( k_{ESC} = a_{max}/a \).

### B. Convergence analysis of the proposed ESCa

Let us define \( T_{ESCa} \) as the time needed for the ESCa scheme to converge from \( \beta_0 \) towards the optimum operating point \( \beta^* \) within a precision of \( \pm 5\% \):

\[ T_{ESCa} = \ln(|\beta_0 - \beta^*|)/(\delta^2 k_{ESCa}n). \]  

Considering \( \beta_e = \beta^* \pm \epsilon_{max} \) as the value of the system input when the switch from \( \delta = a_{max} \) to \( \delta = a_{min} \) occurs, and \( T_{ESCNN} \) the time needed to converge from \( \beta_0 \) to \( \beta^* \), then,

\[ T_{ESCNN} = (\beta_0 - \beta^*)e^{a_{max}k_{ESCa}nT_{ESCNN}} + \beta^* \]  

and, \( T_{ESCNN} = \ln(|\beta_0 - \beta^*|)/(\delta^2 k_{ESCa}n) \).

For \( t > T_{ESCNN} \) the input \( \beta \) oscillates around the optimum \( \beta^* \) with a maximum error \( E_{ESCa} \):

\[ E_{ESCa} = a_{min} + 0.05|\beta^*|. \]

Assuming that the Neural Network model \( p \) gives a sufficiently accurate estimate of the optimum such that the expert can choose \( e_{max} \in [0 \ 0.05\beta^*] \), and:

\[ \beta^* - 0.05\beta^* \leq \beta_e \leq \beta^* + 0.05\beta^*, \]  

the time of convergence of ESCa can be quantified as follows:

\[ T_{ESCa} = \Gamma/(a_{max}a_{max}). \]  

A performance comparison of ESC and ESCa for the three situations described in Section VI-A is provided in Table II. It can be seen that in the aforementioned situations, ESCa converges either more quickly, more precisely or both to the optimum than ESC.

Note that the variation of the excitation signal from \( a_{min} \) to \( a_{max} \) could be performed as a continuous variation if desired. Doing this, however, the convergence time of the ESCa scheme to the optimum is expected to be longer than the one obtained when an instantaneous variation of the excitation signal amplitude is used as it is the case in the present paper. Moreover, the stability study will be different from that proposed in section V. The system would become time variant and the stability could not be based on a switching system as it is the case right now. Instead, a Lyapunov-based approach should be followed to demonstrate stability ([22]).

### VII. EXPERIMENTAL STUDY: APPLICATION TO PV SYSTEM

Several techniques in the literature have been applied specifically for PV integrated systems: Hybrid MPPT [23], open circuit voltage [24], short circuit current [25], predictive control approaches [26, 27], etc. These techniques rely on the PV model for optimization. The non-model based conventional ESC has also already been used to optimize the PV system. In [28], a comparative study was carried out between the methods used for the optimization of a PV system model. The study shows that the ESC scheme is more robust and efficient than other online optimization methods such as
Perturbation and observation method (P&O) with fixed perturbation size [29] or variable perturbation size [30]. The proposed approach ESC\textsubscript{a} aims at developing a real time optimization technique that simultaneously insures good precision and speed of convergence towards the optimum operating point of a dynamic system subject to external disturbances. The approach is not intended specifically for a PV application, but can be applied to several other types of systems where the model is difficult to describe from physics laws. It has already been applied in simulations to a microbial fuel cell (MFC) model which is characterized by slower and much more complex dynamics than the one for PV systems. In [13], the ESC\textsubscript{a} allowed the MFC system to converge towards the optimum with high accuracy and to gain days in terms of convergence time compared to the conventional ESC.

In the present study, the PV system was chosen to highlight the proposed approach and validate it experimentally because of its speed and practicality compared to MFC. The time of convergence towards the optimum of an MFC system is in terms of days while the time convergence of PV system is in term of seconds. Also, it is more accessible in the laboratory than an MFC. So, the comparative study between ESC and ESC\textsubscript{a} will be established in the case of optimization of the power produced by a photovoltaic system. The optimal power produced by a PV is very sensitive to external disturbances, mainly sunlight radiations and temperature. According to [11], in real operating conditions, the influence of a temperature disturbance on the PV optimal power is negligible compared to the radiation disturbance. Hence, only the radiation is considered here as a measurable disturbance.

![Experimental platform](image1)

**Fig. 3. Experimental platform.**

**Fig. 4. Block diagram of the experimental platform.**

### A. Description of the experimental PV setup

As shown in Fig. 3 and Fig. 4, the experimental setup consists of:

- A PV module (Labvolt solar panel test bench, model 8805) permanently fixed in front of a 300 W projector acting as a light source;
- A digital touch screen dimmer (Uber Haus, TSD-1000) which allows to control the radiation emitted by the projector by adjusting its supply voltage ($V_p$) from 5% to 100% with a step of 5;
- A small photovoltaic cell (Solarbotics SCC2433B-MSE) which feeds a constant load (270 ohm) to evaluate the radiation disturbance based on the measurement of its output voltage;
- An analog motorized potentiometer constituted by a DC geared motor (Hsiang Neng DC Micro Motor Manufacturing Corporation, HN-GH35GMB) mechanically linked to an analog 1K potentiometer (Precision Electronics Corporation RV4NAYSD102A), playing the role of a variable external load ($R_{ex}$) at the output of the main PV module;
- An acquisition board (National Instrument NI PCI-6024E) which allows the measurement of the voltage at the PV module ($V_m$), at the small photovoltaic cell ($V_{pve}$) and at the shunt resistor $R_{sh} = 30$ ohm ($V_{sh}$) used to compute the power;
- A Matlab Simulink software for the implementation of the ESC and ESC\textsubscript{a} schemes (sampling time: $T_s = 0.01$s).

A PID controller is used to adjust the DC geared motor supply voltage ($V_m$) in order to control the load value $R_{ex}$ to the load setpoint ($R_{exs}$). The PID controller parameters have been adjusted following the analog motorized potentiometer model identification. This identification was performed using the Ident function in Matlab. The controller parameters have been chosen with the help of the auto-tune function provided with the PID Controller block from Simulink.

The PID controller form is parallel, the filter coefficient is 0.7611 and the proportional, integration and derivative gains were set respectively to 0.023 $V/\Omega$, 0.00213 $V/(\Omega s)$ and 0.0152 $Vs/\Omega$.

Considering the PV system described above, the optimization problem defined in (3) becomes:

\[
\max_{R_{exs}} P_s(R_{exs}) \quad \text{s.t.} \quad \dot{x} = f(x, R_{exs}, G) = 0 \tag{47}
\]

where the radiation $G$ is the measurable disturbance $d_m$, the PV power output in static mode, $P_s$, represents the objective function $f$, the state vector $x$ includes the armature current, the supply voltage, the position and the speed of the DC motor and, $\beta$ is the setpoint of the PID loop ($R_{exs}$).

In order to observe the effect of radiation on the PV optimal power ($P_s^*$), a variation in $R_{ex}$ from 100 to 1000 ohm was performed with a step of 50 ohm for each level of radiation going from 100% to 10% with a step of 10%.

From Fig. 5 it can be seen that for each level of radiation, the optimal power $P_s^*$ changes, and, not surprisingly, the PV generates its maximum power when the external load $R_{ex}$ is equal to its internal load ($R_{in}$) (Table III). Thus, the motorized potentiometer will be controlled in order to match the internal load of the PV at each level of radiation.

As the external load is normally imposed to the PV system, a DC-DC converter is usually used to perform imped-
 ance matching. Indeed, the duty cycle variation of a DCDC converter has a direct effect on the impedance seen by the PV source in the case where a fixed load is connected to the output of the DCDC converter. However, since the focus of our paper is more on the design of a new optimization method (applicable to other types of systems needing to be optimized in real-time), the experimental setup has been kept simple.

The efficiency of both approaches (ESC and ESCₐ) will be evaluated using the following efficiency factors used in many papers related to the optimization of renewable energy sources [31-33]: time of convergence ($T_{c}$), tracking efficiency ($T_{of}$) and tracking accuracy in steady-state ($T_{acc}$). Note that the time of convergence will be evaluated both in terms of seconds and in terms of number of dither periods ($N_p$) in order to relate the performance to the optimization method rather than to the system itself. Hence, if a DCDC converter is used, the performance remains the same in terms of number of periods whereas the time of convergence (in seconds) is shorter than the one obtained with an analog potentiometer due to the faster dynamics of the system itself.

B. Performance of ESC and ESCₐ under the radiation disturbance effect

In order to evaluate the ESC and ESCₐ performance under the effect of the radiation, a variation of radiation will be performed at specific times by operating the digital dimmer from 100% to 50%. As shown in Fig. 5, these two levels of radiation correspond to two different optimal operating points:

$$R_{in1} = 244.4 \, \text{ohm}, P_{s1} = 306.3 \, \text{mW}$$

for 100% of radiation and

$$R_{in2} = 447.9 \, \text{ohm}, P_{s2} = 141.9 \, \text{mW}$$

for 50% of radiation. In such a situation, the role of the two optimization methods is to converge to the internal load of the PV system for each level of radiation by controlling the $R_{ex}$ with the PID controller.

As shown in Section IV, the first step to implement the ESCₐ technique is to model the effect of the external disturbance on the optimal operating point of the system. According to Table III the relation between the radiations generated by the projector and the PV internal resistance is a nonlinear relation. Therefore, as mentioned in Section IV, the proposed approach is to use a neural network model.

The performance of NN model in terms of estimation accuracy depends directly on the richness of information contained in the dataset used during the training phase [34]. For systems such as PV, the rich data collection describing the relation between the optimal operating points and external disturbance (temperature, irradiation, etc.) can be performed by plotting the static power curves as a function of the control input (duty cycle, external load, etc.). This method indirectly gives a general idea of the effect of external perturba-
tion on the PV internal load. In such a condition, after the learning phase, the NN model offers very good accuracy in estimating the optimal control input of the system [28, 35].

### Table III

<table>
<thead>
<tr>
<th>Relative position of the dimmer</th>
<th>Internal resistance $R_{in}$ of PV (Ω)</th>
<th>Power of the PV cell $P_{PVS}$ (mW)</th>
<th>Internal resistance estimated by NN (Ω)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100%</td>
<td>244</td>
<td>30.8</td>
<td>--</td>
</tr>
<tr>
<td>90%</td>
<td>230</td>
<td>26</td>
<td>235</td>
</tr>
<tr>
<td>80%</td>
<td>260</td>
<td>18.9</td>
<td>274</td>
</tr>
<tr>
<td>70%</td>
<td>300</td>
<td>13.2</td>
<td>--</td>
</tr>
<tr>
<td>60%</td>
<td>335</td>
<td>9.9</td>
<td>340</td>
</tr>
<tr>
<td>50%</td>
<td>447</td>
<td>6</td>
<td>--</td>
</tr>
<tr>
<td>40%</td>
<td>550</td>
<td>3.8</td>
<td>522</td>
</tr>
<tr>
<td>30%</td>
<td>695</td>
<td>1.7</td>
<td>--</td>
</tr>
<tr>
<td>20%</td>
<td>910</td>
<td>0.4</td>
<td>927</td>
</tr>
<tr>
<td>10%</td>
<td>990</td>
<td>0.18</td>
<td>--</td>
</tr>
</tbody>
</table>

In this study, the learning database is defined by the measurements shown in Table III which correspond to the following degrees of radiation: 100%, 70%, 50%, 30% and 10%. Once the learning phase is completed, the neural network model that describes the relation between $R_{in}$ and $P_{PVS}$ is represented by equations (13) to (17) where $R_{in} = P_{PVS}$, $\beta^* = R_{in}$, $h = 1$, $c = 10$ and $bias = 0.5$. The power of generalization test was performed to verify the model ability to estimate the PV internal resistance at degrees of radiations which differ from those used during the learning phase (results shown in Table III, column 4).

Note that the internal resistances estimated by NN for 100%, 70%, 50%, 30% and 10% degrees of irradiation have not been included in the fourth column of Table III since as these points were used during the learning phase of the NN model, the corresponding estimation error is negligible.

Before the implementation of ESC or ESC$_a$, the control parameters are adjusted to respect the time scale separation condition between the system, the excitation signal and the filters. The entire system includes the motorized potentiometer, the PID controller and the PV panel itself. Compared to other components of the whole system, the PID controller is the slowest element, with an average response time of $T_{PID} = 1$ s. Hence, the parameters of the two methods are selected according to the response time of the PID regulator.

The NN modeling is performed in two stages. The first step consists in training the NN model using the level of radiation (evaluated by measuring the output power of the small photovoltaic cell $P_{PVS}$) as an input and the corresponding internal resistance as the desired output (Table III). The second step is the test of NN generalization power.

Consequently, the ESC and ESC$_a$ are designed as follows: the perturbation signal is a sinusoidal wave with frequency $F = 1/(4T_{PID}) = 0.25$ Hz; the cutoff frequencies of the high pass and low pass filters are set to $\omega_i = \omega_e = 2\pi F/5 = 0.314$ Hz and, the initial external load (at the integrator) is fixed to $R_{init} = 500$ ohm.

In order to ensure the stability of the ESC and ESC$_a$ loops, the combinations $a \times k_{ESC}$ and $\delta \times k_{ESC_a}$ should be chosen such as to respect the conditions (39) with $\beta^* = R_{in}$. In the present case, the stability conditions (39) are met by choosing $a \times k_{ESC}$ and $\delta \times k_{ESC_a}$ to be less or equal to $\alpha_{max} = 0.5$. Note that this value of $\alpha_{max}$ was found by trial and error in order to ensure the stability of the closed-loop system.

As in the theoretical study, ESC scheme will be tested in the three situations described in Table I with $a_{min} = 250$ ohm, $a_{max} = 100$ ohm and $\mu = 2.5$. In the case of ESC$_a$ the amplitude of the excitation signal $\delta$ will be switched from the same values $a_{max}$ to $a_{min}$ according to (9) with $e_{max} = 50$ ohm $\gg$ Max $\left(R_{in}(z) - R_{in}(z)\right)$, $z\{1, 2, ..., N_g\}$, and $N_g$ being the total number of points used for the generalization test (shown in Table III).

Since the system to be controlled remains the same, the values of high-pass and low-pass filters parameters and of the frequency of the excitation signal are identical for both ESC and ESC$_a$ methods. Consequently, the gains $k_{ESC}$ in ESC and $k_{ESC_a}$ in ESC$_a$ will be chosen based on the value of $\alpha_{max}$ in order to guarantee the maximum speed of convergence towards the optimum while respecting the stability condition (39). Thus, in order to guarantee the fastest possible convergence to the optimum for all values of $a$ (Table I), $k_{ESC} = \alpha_{max}/a$ in each situation. In the case of ESC$_a$, since the amplitude of the excitation signal $\delta$ is variable, the gain $k_{ESC_a} = \alpha_{max}/a_{max}$ in all three situations in order to guarantee the maximum convergence speed towards the optimal operating point while respecting the stability condition (39) even when $\delta$ varies from $a_{max}$ to $a_{min}$.

Fig. 6, 7, 8 and Table IV give a complete comparison between ESC$_a$ and ESC performance in the three situations. In situation 1, ESC$_a$ method converges nearly with the same tracking accuracy in steady state as the classical ESC one while it converges up to 8.4 times faster (when a 50% radiation disturbance occurs). In Situation 2, ESC$_a$ approach converges more quickly and accurately than classic ESC loop.
Finally, in Situation 3, the ESCa methods converges nearly within the same time toward the optimum (with a small delay however because $t_{\text{max}}$ is slightly superior to $0.05\beta^* = 0.05R_{\text{int}}$) than the conventional ESC loop, but it provides a higher precision around the optimum.

Looking at equations (38) and (46), one can see that the choice of the amplitude, the initial point of operation and the curvature around the optimum will influence the time of convergence of both methods. Moreover, from these two equations, the theoretical time ratio $T_{\text{ESC}}/T_{\text{ESC_a}} \approx a_{\text{max}}/a$ is equal to 4, 2 and 1 for situations 1, 2 and 3 respectively. In practice, from Table IV, the experimental convergence time ratios can be computed to be respectively equal to 7.3, 2 and 1 (when moving from $R_{\text{ini}}$ to $R_{\text{int}}$) and to 8.4, 1.7 and 1 (when moving from $R_{\text{ini}}$ to $R_{\text{int}}$). Hence, for situations 2 and 3, the experimental results are near the theoretical one whereas for situation 1, results differ. This can be explained by the fact that since the theoretical development provided in Section VI is based on a first order Taylor series expansion, it is valid around the optimum. However, in the experimental study, the system was started far away from its optimum. Since in situation 1, the convergence of the ESC method was slower, the system remains far from the optimum for a long period of time and it may be the reason why the experimental convergence time ratio differs from the theoretical one.

Note that in order to let the ESC method find enough time to converge to the desired optimum, the radiation disturbance was performed at 400 s in situation 1 (Fig. 6) rather than at 200 s as in situations 2 (Fig. 7) and 3 (Fig. 8). Thus, since the parameters of ESCa are identical in all three situations, the results shown for situations 2 and 3 were obtained from the same experiment whereas another experiment was required for situation 1. As a result, the values of the performance criteria for the ESCa method slightly differs in situation 1 from the one obtained in situations 2 and 3.

When applied to a renewable energy source like PV, the precision and convergence time towards the optimum of the two optimization methods have a significant effect on the system performance in terms of energy production. Results depicted in Fig. 6 and Table IV show that in the first situation, the ESC scheme converges precisely towards the desired optimal operating point in steady state (good tracking accuracy) by bringing the external load around a value near to the internal resistance of the PV. However, the ESC technique takes a long time (large number of periods) to converge to the desired optimum if the initial external resistance is far from the PV internal resistance or if there is a significant variation of radiation. This slow convergence causes a decrease of the tracking efficiency which results in a loss of power. This can lead to a problem of inaccuracy if the disturbance frequency is high. In Situation 2, we can see from Fig. 7 and Table IV that if the designer makes a compromise between speed of convergence and accuracy by increasing the amplitude of the excitation signal from 25 to 50 ohm and adjusting the gain consequently (from 0.02 to 0.01), the convergence time decreases compared to Situation 1, but the precision around the optimum decreases as well. This choice of parameter values leads to an increase of the tracking efficiency but can cause a loss of power if the curvature of the static curve around the optimum is very stiff as it is the case when the radiation level is 100%. Finally, in Situation 3 (Fig. 8 and Table IV) if the expert favors speed over accuracy, the ESC loop converges very quickly to the desired optimum operating point, but the large oscillations around the internal resistance of the PV system generate a loss of power even when the curvature of the power static curve around the optimum is small as it is the case when the radiation level is 50%. Hence, the tracking efficiency is inferior to the one observed in Situation 2.

Most of the time, the expert designing an ESC scheme chooses Situation 2 in order to make a compromise between the time of convergence and the precision and obtain the best tracking efficiency. However, according to these results, it is not possible to ensure the best time of convergence and the best precision simultaneously. Hence the ESCa parameter (excitation amplitude) is controlled in an adaptive manner in order to guarantee fast convergence and precision at the same time. Then, from Fig. 6, 7, 8 and Table IV with ESCa the maximum tracking efficiency is guaranteed, therefore the PV system produces more power compared to ESC in three situations if the PV system is subject to radiation disturbance.

![Table IV](#)

<table>
<thead>
<tr>
<th>Optimization method</th>
<th>$T_{\text{ESC}}$ from $R_{\text{ini}}$ to $R_{\text{int}}$ (s)</th>
<th>$T_{\text{ESC_a}}$ from $R_{\text{ini}}$ to $R_{\text{int}}$ (s)</th>
<th>$N_{\text{ESC}}$ from $R_{\text{ini}}$ to $R_{\text{int}}$</th>
<th>$N_{\text{ESC_a}}$ from $R_{\text{ini}}$ to $R_{\text{int}}$</th>
<th>$T_{\text{opt}}$ under $P_{\text{opt}}$ (%)</th>
<th>$T_{\text{opt}}$ under $P_{\text{opt}}$ (%)</th>
<th>$T_{\text{opt}}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ESC</td>
<td>336.7</td>
<td>214.4</td>
<td>84.17</td>
<td>53.6</td>
<td>97.15</td>
<td>98.93</td>
<td>77.96</td>
</tr>
<tr>
<td>ESCa</td>
<td>85.76</td>
<td>54.4</td>
<td>21.44</td>
<td>13.6</td>
<td>93.05</td>
<td>96.63</td>
<td>86.15</td>
</tr>
<tr>
<td>Situation 3</td>
<td>43.38</td>
<td>24.5</td>
<td>10.84</td>
<td>6.12</td>
<td>82.59</td>
<td>92.50</td>
<td>84.67</td>
</tr>
<tr>
<td>ESC</td>
<td>46.18</td>
<td>25.6</td>
<td>11.54</td>
<td>6.4</td>
<td>99.03</td>
<td>99.74</td>
<td>97.51</td>
</tr>
<tr>
<td>ESCa</td>
<td>43.7</td>
<td>31.3</td>
<td>10.92</td>
<td>7.82</td>
<td>99.44</td>
<td>99.41</td>
<td>93.72</td>
</tr>
<tr>
<td>Situation 3</td>
<td>43.7</td>
<td>31.3</td>
<td>10.92</td>
<td>7.82</td>
<td>99.44</td>
<td>99.41</td>
<td>93.72</td>
</tr>
</tbody>
</table>

VIII. Conclusion

In this study, a modification of the classic ESC scheme was proposed in order to adapt the excitation signal amplitude using the power of neural network estimation. Theoretical and experimental results show that this approach is stable and significantly reduces the undesirable effects of the time-scale separation condition on the performance of the closed loop system while increasing the tracking efficiency. This method can contribute to achieve higher power performance for PVs or other renewable energy sources like microbial fuel cells, wind generators or any system which must be optimized subject to measurable external disturbances.

The neural network learning in this study is offline. Thus, if a non-measurable disturbance occurs, the accuracy of NN estimation may decrease. The objective of our next research
is to replace the offline NN-learning phase by an online NN adaptation in ESCT, in order to increase the precision of NN estimation by providing a better adaptation of the NN model parameters under unmeasurable disturbances.
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