Abstract—A new non-coherent scheme called Permutation Index Differential Chaos Shift Keying (PI-DCSK) modulation is proposed in this paper. This original design aims to enhance data security, energy and spectral efficiencies, compared to its rivals. In the proposed PI-DCSK scheme, each data frame is divided into two time slots in which the reference chaotic signal is sent in the first time slot and a permuted replica of the reference signal multiplied by the modulating bit is sent in the second time slot. In particular, the bit stream is divided at the transmitter into blocks of $n+1$ bits, where $n$ mapped bits are used to select one of the predefined reference sequence permutations, while a single modulated bit is spread by the permuted reference signal just mentioned. At the receiver side, the reference signal is recovered first, then all permuted versions of it are correlated with the data-bearing signal. The index of the correlator output with maximum magnitude will estimate the mapped bits, while the output content of the corresponding correlator is compared to a zero threshold to recover the modulated bit. Moreover, a new multiple access (MA) method based on the proposed scheme is described and analysed. Analytical expressions for the error performance in single-user and multi-user environments are derived for additive white Gaussian noise (AWGN) and multipath Rayleigh fading channels, respectively. Furthermore, the performance of the proposed PI-DCSK system is analysed and compared with other non-coherent chaotic modulation schemes and is found to be promising.
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I. INTRODUCTION

CHAOISTIC signals have gained increasing popularity for usage in spread spectrum communication systems in the last two decades. The main reason is that such signals can be easily generated and have properties like wideband spectrum, impulse-like auto-correlation and low cross-correlation values [1]. These properties are very important for better multiple access performance, higher resistance to jamming or interference and more immunity against multipath effects. Besides, its non-periodic nature reinforces the transmission security when, this latter, is used in a coherent fashion.

During previous researches numerous coherent and non-coherent chaos-based communication schemes have been proposed. The main drawback of coherent systems like chaos-shift-keying (CSK) [2] is the synchronization of chaotic signals at the receiver, which is a challenging task in noisy channels.

Enjoying excellent correlation properties of chaotic signals, non-coherent modulation schemes based on transmitted reference (TR) [3] method have been increasingly studied by the scientific community. The first non-coherent modulation based chaotic scheme is the differential chaos shift keying (DCSK) [4] and its constant power frequency-modulated DCSK version (FM-DCSK) [5]. In DCSK, every bit duration is split into two time slots. In the first slot, a reference chaotic sequence is sent, while in the second slot, a data-modulated time-delayed reference chaotic sequence is sent. At the receiver, the reference sequence is correlated with the data modulated sequence in order to recover the transmitted bit. The main advantages of such an approach are avoidance of chaotic sequence recovery, inexistence of a channel state estimator at the receiver, resistance to multi-path interferences and simple implementation. However, the main drawbacks of such an approach are low data rate, high energy consumption as well as the usage of wideband RF delay lines, which are not easy to implement in CMOS technology [6]. It should also be mentioned that the RF delay line is an issue only in analogue implementations, while in digital implementations, such as FPGA or system-on-chip (SoC), is no longer an issue.

Recently, some DCSK improvements on energy efficiency and data rate have been addressed in many works. In this vein, high-efficiency DCSK (HE-DCSK) is proposed in [7]. In HE-DCSK, bandwidth efficiency is doubled and chaotic signal re-transmission is reduced, which adds to the transmitted signal data security in comparison with DCSK. However, it needs four delay lines and is thus not suitable for fast fading channels. In order to reduce the number of needed delay lines in HE-DCSK, reference-modulated DCSK (RM-DCSK) has been proposed in [8]. In RM-DCSK, the reference chaotic signal also serves as a data bearer, which enhances bandwidth efficiency. To reduce the noise variance at the receiver, a noise-reduction DCSK (NR-DCSK) is proposed in [9]. In NR-
DCSK, multiple replicas of the reference chaotic signal are sent and averaged at the receiver in order to reduce the noise interference prior to correlation with the data bearing chaotic sequence. Short-reference DCSK (SR-DCSK) is proposed in [10] with the target of reducing delay lines. In SR-DCSK, a reference chaotic signal is shortened to less than a half of the bit duration and multiple replicas of the reference signal are used to spread the data. Such an approach improves energy efficiency and boosts data rate without adding hardware complexity. To improve spectral efficiency, quadrature chaos-shift keying (QCSK) is proposed in [11]. In QCSK, the reference chaotic signal is sent in the first slot, while a linear combination of the Hilbert transform of the reference signal and a delayed version of the reference signal are used to map two bits in the second slot. The non-coherent chaos-based permuted sequence technique is introduced in [12], in which permutations of the reference signal are used for mapping additional bits per transmitted symbol. Furthermore, to mitigate the effect of multipath fading and to achieve a full-scale diversity gain without the need to channel state information, space-time block codes (STBC) are used in combination with DCSK in [13].

To avoid the usage of wideband RF delay lines and double the data rate, the authors in [14] have proposed an improved DCSK (I-DCSK) in which a time-reversal operation on the reference sequence is used to separate the data and reference sequences, and the resultant symbol is transmitted in one time slot rather than two. Furthermore, the binary code-shifted DCSK (CS-DCSK) in which reference and data chaotic sequences are separated by Walsh codes instead of time delay multiplexing, is presented in [6]. Two multi-level versions of CS-DCSK, called generalized CS-DCSK (GCS-DCSK) and its improved version multi-level CS-DCSK (MCS-DCSK) are presented in [15] and [16], respectively. In high-data rate CS-DCSK (HCS-DCSK) [17], different chaotic sequences are used instead of Walsh codes in order to separate the reference and data sequences. However, such approaches need chaotic sequence synchronization at the receiver side. The implementation of DCSK-based communication systems in ultra-wideband (UWB) applications and cooperative communications (CC) is analysed in [18] and [19], respectively.

Multi-level, multi-carrier DCSK (MC-DCSK) in which the reference chaotic signal is sent over a predefined subcarrier frequency, while multiple modulated data streams are sent over the remaining orthogonal subcarriers was introduced in [20]. Despite the improvements achieved by such an approach with respect to energy efficiency and data rate, it demands large bandwidth.

Recently, the combination of index modulation (IM) and MC-DCSK, named carrier index DCSK (CI-DCSK) is proposed in [21]. In CI-DCSK, energy and spectral efficiency are enhanced by mapping a part of the bits in the subcarrier indices, i.e. to determine the subcarriers that will be active, while the remaining bits are conveyed by DCSK through these active carriers. To allow multiple-access and reduce bandwidth demands of MC-DCSK, a multi-user orthogonal-frequency-division-multiplexing DCSK (MU-OFDM-DCSK) is proposed in [22]. In MU-OFDM-DCSK, the spreading operation is performed in the time domain over multiple orthogonal frequencies. Each user is dedicated a set of predefined frequencies from multiple available frequencies, to transmit reference chaotic signals, while the remaining frequencies are shared with the other users to transmit multiple bits. In [20] and [21], the reference and data chaotic sequences are orthogonal over a chip time (the time duration of one chaotic sample), which requires the carrier time period to be less than the chip period. To reduce the demand on carrier frequencies, the frequency-translated DCSK (FT-DCSK) is proposed in [23]. In FT-DCSK, the orthogonality between reference and data chaotic sequences is sustained over a symbol duration, using an orthogonal sinusoid carrier. FT-DCSK has a lower demand on carrier frequencies compared to the methods proposed in [20] and [21], but is very sensitive to multipath time delays.

Recently, a novel $M$-ary modulation scheme called orthogonal multi-level DCSK (OM-DCSK) is proposed [24]. In this configuration, each data-bearing signal is chosen from a set of orthogonal chaotic sequences constructed from a reference signal. In order to increase the number of signals contained in the orthogonal signal set, chaotic sequences and their Hilbert transforms along with Walsh codes are used. The new scheme achieves a higher data rate, has an augmented energy efficiency and scores a better bit error rate (BER) performance.

Inspired by the works of [12], [14] and [24], we propose in this paper a multi-level permutation index DCSK (PI-DCSK) architecture. In the PI-DCSK scheme proposed here, the input bit stream is divided into blocks of $n+1$ bits transmitted at a time, where $n$ bits are mapped in distinct permuted reference sequences and a single bit is physically transmitted.

Here, the $n$ mapped bits are used to select one of the predefined reference sequence permutations while a single bit called the *modulated bit* is spread by the selected permuted sequence. This approach engages $n+1$ bits into each transmission instant. The remaining procedure in PI-DCSK has a similar structure to the conventional DCSK, where each data frame is separated into two time slots. In the first slot, the reference chaotic signal is sent and in the second slot, the modulated bit is transmitted after being spread by the selected permuted sequence.

At the receiver side, the reference signal is first recovered, then all possible permuted versions of it are correlated with the data bearing signal in order to find a maximum winner. The index of the winner correlator will estimate the mapped bits, while its content is used to provide an estimation of the modulated bit, after being compared to a zero threshold.

In the proposed design, the utilisation of $2^n$ quasi-orthogonal signals achieves a modulation order of $M=2^{n+1}$. This fact enhances data rate and energy efficiency while it keeps hardware complexity relatively low. Furthermore, by eradicating the similarity between reference and data bearing signals through using different permutations, the transmitted data security of the proposed scheme is enhanced.

Furthermore, by exploiting the possible permutation set size, a new multiple access (MA) method is proposed. Namely, for a given chaotic sequence length $\beta$, there is $\beta! - 1$ possible permutations. In order to allow the MA in PI-DCSK, a distinct set of $2^n$ permutations is used for each user.
Compared to OM-DCSK, PI-DCSK avoids the usage of repeated chaotic generators (RCG), Hilbert transforms or Walsh codes at the transmitter and receiver sides. The fact that we put aside Walsh codes in PI-DCSK equips the proposed system with all properties of non-coherent modulation.

To complete the proposed scheme, analytical bit error rate (BER) expressions over Rayleigh multipath fading and additive white Gaussian noise (AWGN) channels, in both single-user and multi-user environments are derived and validated versus simulation results. This is to show the extent and level of accuracy of our analytical expressions. Finally, the performance of PI-DCSK is analysed and compared with rival modulation techniques to show its superiority.

The remainder of this paper is organized as follows: In Section II, the PI-DCSK system model is briefly described. System analysis is provided in section III. Performance analysis of PI-DCSK system over AWGN and multipath Rayleigh channels is provided in section IV. Simulation results and discussions are presented in Section V while conclusions are given in section VI.

II. PI-DCSK SYSTEM MODEL

In this section, the transmitter and receiver architectures of the proposed system will be described in detail.

A. The transmitter

A block diagram of the proposed PI-DCSK system is presented in Fig. 1, where the transmitter is shown in (a), the permutation process in (b) and the receiver in (c). At the transmitter, the chaotic generator generates a chaotic sequence of \( \beta \) samples that is used as a reference signal and is placed in the first time slot. This reference signal is simultaneously loaded into a permutation block in order to generate different permuted replicas of the original reference signal in the second time slot. Permutations are chosen in a way such that it provides quasi-orthogonality between the generated permuted reference signal replicas. An efficient method for generating a suitable set of permuted sequences with the aforementioned properties from the reference sequence is proposed in [25]. Moreover, it is demonstrated that for a large spreading factor, permuted replicas of a chaotic signal are quasi-orthogonal to each other [25] such that

\[
x P_j(x)^T \approx 0, \quad (1)
\]

\[
P_i(x)P_j(x)^T \approx 0, \quad \text{for} \quad i \neq j, \quad (2)
\]

where \( x \) is a vector that contains \( \beta \) number of chaotic samples, \( P_j(\cdot) \) represents the \( j \)th permutation operator and \( (\cdot)^T \) denotes transposition. Therefore, to carry \( n \) mapped bits, each transmitter will generate \( 2^n \) distinct permutations. By using a method described in [25], the \( \beta - 1 \) permutations can be easily generated.

In particular, the input signed bit stream is divided at the PI-DCSK modulator into blocks of \( n+1 \) bits. The \( \beta \)th block of bits of the \( k \)th user can be written as

\[
[a_{i,1}^{(k)}, a_{i,2}^{(k)}, \ldots, a_{i,n+1}^{(k)}] = [s_i^{(k)}, a_{i,n+1}^{(k)}], \quad \text{where} \quad s_i^{(k)} = [a_{i,1}^{(k)}, a_{i,2}^{(k)}, \ldots, a_{i,n}^{(k)}] \quad \text{is the vector of} \quad n \quad \text{mapped bits.}
\]

The mapped bits \( s_i^{(k)} \) select one of the \( 2^n \) predefined permutations \( P_j^{(k)} = \{p_{1}^{(k)}, p_{2}^{(k)}, \ldots, p_{2^n}^{(k)}\} \). Each element in \( s_i^{(k)} \) is a code vector generated by introducing a permutation of the original reference sequence, as indicated earlier, while the modulated bit denoted by \( a_{i,n+1}^{(k)} \) is spread by the selected permuted sequence. Note that by using this mapping approach, the overall PI-DCSK modulation order becomes equal to \( M = 2^{n+1} \) by using only \( M/2 = 2^n \) quasi-orthogonal signals.

Furthermore, asynchronous data transmission of different users is assumed in this paper. In addition, in the PI-DCSK system, each user uses a distinct set of \( M/2 \) permutations, such that \( P_j^{(k)} \cap P_j^{(u)} = \emptyset \), for \( k \neq u \). In general, the overall number of possible permutations that can be performed on a reference chaotic sequence of length \( \beta \) is equal to \( \beta! - 1 \). This allows us to assign different sets of chaotic codes to a large number of users without having scarcity of spreading sequences. In this vein, by permuting a reference signal of length \( \beta \), the number of users \( N_u \) in the PI-DCSK system is theoretically very large and is bound to

\[
N_u \leq (\beta! - 1)/(M/2). \quad (3)
\]

By using the proposed MA method, even for moderate spreading factors \( \beta \), the possible number of users grows to large values because the number of users in PI-DCSK system is proportional to the different permutation that can be performed on the reference signal. This fact constitutes a great advantage for multi-user scenarios. For example, for \( \beta = 50 \), the total number of users turns to be \( N_u \approx 1.52 \times 10^{10} \) users, for \( M = 4 \). However, it should be stated that not all permutations, out from set of \( \beta! - 1 \) permutations, have a low cross-correlation property and therefore, the system performance may degrade if permutations are not properly chosen.

The discrete baseband vector representation of the \( k \)th user, \( i \)th PI-DCSK symbol that contains \( n+1 \) bits, can be expressed as

\[
e_i^{(k)} = \left[ x_{i,0}^{(k)}, x_{i,\beta}^{(k)} \right] P_j^{(k)} \left( x_{i,\beta}^{(k)} \right), \quad (4)
\]

where \( x_{i,\beta}^{(k)} \) is the \( k \)th user, \( i \)th vector of \( \beta \) chaotic samples, with time delay \( \tau \), defined as

\[
x_{i,\beta}^{(k)} = \left[ x_{i,1-\tau}^{(k)}, x_{i,2-\tau}^{(k)}, \ldots, x_{i,\beta-\tau}^{(k)} \right]. \quad (5)
\]

In (4), \( x_{i,0}^{(k)} \) is the reference signal vector of \( \beta \) delay-free chaotic samples while \( x_{i,\beta}^{(k)} \) is a replica of the reference signal delayed by \( \beta \) samples. Moreover, \( P_j^{(k)}(\cdot) \) represents the permutation operation of the \( k \)th user, for the \( j \)th block of mapped bits \( s_i^{(k)} \), while \( j \in \{1,2,\ldots, M/2\} \) represents the index of the selected permutation. The PI-DCSK frame architecture is shown in Fig 1 (b). Furthermore, it is clear from (4) that the symbol duration in PI-DCSK is equal to \( T_s = 2\beta T_c \), where \( T_c \) is the chip duration and \( 2\beta \) is the spreading factor.

B. The receiver

In this paper, a commonly used channel model in wireless communications [20], [26] is considered. In this model, the \( k \)th
user, \(l^{th}\) path channel coefficient and time delay are denoted as \(\lambda_{l,k}\) and \(\tau_{l,k}\), respectively. It should be noted that in this work, all \(L_k\) channel coefficients are considered to be flat and quasi-static over the transmission period of one frame and that they are i.i.d. random variables that follow a Rayleigh distribution. The Rayleigh probability density function (PDF) of the channel coefficients is given by

\[
 f_{\lambda}(z) = \frac{z}{\sigma^2} e^{-z^2/2\sigma^2}, 
\]  
(6)

where \(\sigma > 0\) is the distribution scale parameter representing the root mean square value of the received signal before envelope detection.

Therefore, when the transmitted signal passes through the Rayleigh fading channel, the received signal of the \(k^{th}\) user, \(i^{th}\) symbol can be stated as

\[
 r_{i}^{(k)} = \sum_{l=1}^{L_k} \lambda_{l,k} s_{i,l}^{(k)} a_{i,n+1}^{(k)} P_j^{(k)} \left( x_{i,\beta,l}^{(k)} \right) + \sum_{u=1}^{N_u} \sum_{l=1, l \neq k}^{L_u} \lambda_{l,u} \mathbf{R}_{i,\tau,l,u}^{(u)} + \mathbf{n}_{i,0,k}^{R} + \mathbf{n}_{i,0,k}^{D}, 
\]  
(7)

where the vector \(\mathbf{R}_{i,\tau,l,u}^{(u)}\) is the \(u^{th}\) user transmitted signal of \(\beta\) chaotic samples, which describes the \(k^{th}\) user reference time slot, while the vector \(\mathbf{D}_{i,\tau,l,u}^{(u)}\) is the \(u^{th}\) user signal of \(\beta\) chaotic samples, which characterizes the \(k^{th}\) user data time slot, respectively. More, \(L_u\) is the number of paths for the \(u^{th}\) user, while the vectors \(\mathbf{n}_{i,0,k}^{R}\) and \(\mathbf{n}_{i,0,k}^{D}\) are the noise components of the \(k^{th}\) user, \(i^{th}\) data frame that occur during the reference and data time slots, respectively. These noise vectors are respectively defined as

\[
 \mathbf{n}_{i,0,k}^{R} = [n_{i,1,k}, \ldots, n_{i,\beta,k}], 
\]  
(8)

\[
 \mathbf{n}_{i,0,k}^{D} = [n_{i,1,\beta+1,k}, \ldots, n_{i,2\beta,k}], 
\]  
(9)

where \(n_{i,v,k}\) is an AWGN sample with zero mean and a variance \(N_0/2\).

At the receiver, as shown in Fig. 1 c), the reference signal is loaded in the permutation block during the first time slot i.e., \([T_s, (2i + 1)T_s/2]\). Then, \(M/2\) permutations \(\{P_1^{(k)}, P_2^{(k)}\}, \ldots, \{P_{M/2}^{(k)}\}\) of the reference sequence are performed and stored. Furthermore, all permuted reference sequences are simultaneously correlated with the data bearing sequence during the second time slot of duration \([(2i + 1)T_s/2, (i + 1)T_s]\), forming \(M/2\) decision variables.

The corresponding decision variable at the output of the \(k^{th}\) user, \(i^{th}\) time slot, \(m^{th}\) correlator may be stated as

\[
 D_{i,m}^{(k)} = P_m^{(k)} \left( \sum_{l=1}^{L_k} \lambda_{l,k} x_{i,\beta+l}^{(k)} + \sum_{u=1}^{N_u} \sum_{l=1, l \neq k}^{L_u} \lambda_{l,u} R_{i,\tau,l,u}^{(u)} + n_{i,0,k}^{R} \right) + \sum_{u=1}^{N_u} \sum_{l=1}^{L_u} \lambda_{l,u} D_{i,\tau,l,u}^{(u)} + n_{i,0,k}^{D} \right), 1 \leq m \leq M/2. 
\]  
(10)

In order to determine the matching permutation index, in the detector and decision logic circuit, the magnitude of \(M/2\) correlator outputs, are compared in order to find the largest value

\[
 \hat{j} = \arg \max_m \left\{ |D_{i,m}^{(k)}| \right\}, m \in \{1, 2, \ldots, M/2\}. 
\]  
(11)

By estimating the index of the largest correlator’s output \(\hat{j}\), the receiver knows which permutation is used and uses the index of that permutation to provide an estimation of the \(n\) mapped bits. The physically modulated bit can then be recovered by computing the sign of the selected correlator

\[
 \hat{a}_{j,n+1}^{(k)} = \text{sgn}(D_{i,j}^{(k)}). 
\]  
(12)

In our analysis, we assume that the largest delay, over all possible user and path combinations \(\tau_{\text{max}}\) is much shorter than duration of the reference signal, i.e.

\[
 0 < \tau_{\text{max}} < \beta T_s. 
\]  
(13)

where \(\tau_{\text{max}} = \max(\tau_{l,k})\) for all \(k, l, i\). With this assumption in hand, the inter symbol interference (ISI) may be neglected.

### III. System Analysis

In this section, a PI-DCSK system analysis regarding energy efficiency and data security is provided. Furthermore, hardware complexity comparison with OM-DCSK is performed as the two systems share similar hardware functionalities and properties.

#### A. Energy efficiency

Besides its simplicity and high spectral efficiency, another major advantage of the PI-DCSK is its energy efficiency. In [20], the authors have introduced the data-energy-to-bit-energy ratio (DBR) as

\[
 \text{DBR} = \frac{E_{\text{data}}}{E_b}, 
\]  
(14)

where \(E_{\text{data}}\) is the energy of data bearing signal, while \(E_b\) is the required total energy to carry each bit. In the proposed PI-DCSK scheme, the symbol energy \(E_s\) is expressed as

\[
 E_s = E_{\text{data}} + E_{\text{ref}}, 
\]  
(15)
where $E_{\text{ref}}$ is the energy of the reference sequence. Since the data sequence is a permuted version of the reference sequence, the reference and data energies are equal

$$E_{\text{data}} = E_{\text{ref}} = T_c \sum_{k=1}^{\beta} x_{i,k}^2.$$  

(16)

Thus, the PI-DCSK symbol energy is equal to

$$E_s = 2T_c \sum_{k=1}^{\beta} x_{i,k}^2.$$  

(17)

In fact, $E_s$ is used to transmit $\log_2(M) = n + 1$ bits while $E_{\text{ref}}$ is used to carry the reference signal. Therefore, in comparison to the conventional transmit reference scheme, the energy required to transmit one bit would be

$$E_b = \frac{E_s}{\log_2(M)} = \frac{2T_c}{\log_2(M)} \sum_{k=1}^{\beta} x_{i,k}^2.$$  

(18)

Subsequently, by using (15), (16), (17) and (18), the DBR in (14) can be rewritten as

$$\text{DBR} = \frac{E_{\text{data}}}{E_b} = \frac{\log_2(M)}{2}.$$  

(19)

Table I shows the DBR of different chaotic modulations. As clearly indicated in (14), the DBR can be simply denoted as the ratio of the number of bits per symbol to the number of chaotic sequences needed to transmit that symbol. For example, in DCSK, two chaotic sequences (reference and data) are used to transmit one bit. It can be seen from Table I that the DBR values of both MC-DCSK and MCS-DCSK converge to unity for higher values of $M$, while this ratio is logarithmic in the order of $M$ for PI-DCSK and OM-DCSK, which is advantageous. Further, in the proposed PI-DCSK system, the DBR is higher than unity because $n$ bits are mapped in the permutation, while only one bit is physically transmitted. Therefore, with only one reference and one data sequence, $n + 1$ bits are transmitted. Note that a higher DBR value is an indication of a higher non-coherent modulation energy efficiency.

**B. Data security**

In conventional DCSK systems, bit rate can be easily detected by analyzing the frequency spectrum of the squared DCSK signal. This arises from the fact that when squaring the DCSK signal, both reference and data bearing signals become equal. This equality is translated into the frequency spectrum as zero values at odd multiple frequencies of the bit

**(a)**

**Fig. 1:** A block diagram of the general structure of PI-DCSK communication system. a) transmitter, b) frame architecture c) receiver.

<table>
<thead>
<tr>
<th>Modulation</th>
<th>DBR</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCSK, CS-DCSK</td>
<td>$1/2$</td>
</tr>
<tr>
<td>HE-DCSK, RM-DCSK, QCSK, FT-DCSK</td>
<td>$2/3$</td>
</tr>
<tr>
<td>MCS-DCSK</td>
<td>$(M - 2)/M$</td>
</tr>
<tr>
<td>MC-DCSK</td>
<td>$(M - 1)/M$</td>
</tr>
<tr>
<td>OM-DCSK, PI-DCSK</td>
<td>$\log_2(M)/2$</td>
</tr>
</tbody>
</table>
rate [25]. However, when a data-bearing signal is constructed from different reference signal permutations, the similarity between reference and data bearing signals is eradicated and, therefore, the frequency spectrum of the squared PI-DCSK signal remains white. Furthermore, in order to properly demodulate the PI-DCSK signal, \( M/2 \) permutations should be known at the receiver. Therefore, if some unintended receiver, i.e., a fraudulent one, tries to demodulate the signal, it should first find these \( M/2 \) permutations from the set of \( \beta! - 1 \) possible permutations. In fact, according to the security standard described in [27], a system is deemed secure if a fraudulent receiver needs to perform at least \( 128! \) trials in order to find the appropriate permutation set. Therefore, the proposed PI-DCSK can be considered secure for \( \beta > 128 \).

C. Hardware complexity comparison with OM-DCSK

In this section, the PI-DCSK hardware complexity is compared with the OM-DCSK for the same modulation order \( M \), as they share similar modulation properties. Table II and Table III show the elements that are needed to construct PI-DCSK and OM-DCSK transmitters and receivers, respectively.

In summary, PI-DCSK avoids the usage of Walsh code generators, Hilbert transforms and repeated chaotic generators (RCG). As observed in Table II, the spectral efficiency of the OM-DCSK seems to be double that of the PI-DCSK. This is because OM-DCSK is using I/Q channels for transmitting reference and data bearing signals. However, PI-DCSK may also transmit using I/Q channels and achieve a similar spectral efficiency. Furthermore, PI-DCSK transmitters do not need any adders at all and need a single multiplier while OM-DCSK transmitters need an adder and \( 2M \) multipliers. Therefore, the complexity of the proposed PI-DCSK is reduced to a great extent in comparison with OM-DCSK.

Similarly, the PI-DCSK receiver needs only half the number of adders and quarter the number of multipliers needed by OM-DCSK, regardless of \( M \). By the same token, permutation blocks remain the only additional instrument needed on both sides of the PI-DCSK system.

IV. PERFORMANCE ANALYSIS

In this section, the performance of PI-DCSK is evaluated, and analytical BER expressions are derived for AWGN and multipath Rayleigh fading channels. We employ the Chebyshev polynomial function in this work because of its simplicity and excellent statistical properties [28]. For simplicity, the chip time \( T_c \) is set to unity. This polynomial is known to proceed as

\[
x_{i,k} = 1 - 2x_{i,k-1}^2.
\]  

In addition, the chaotic samples are normalized such that their mean values are all zero and their variance is unity i.e., \( E(x_{i,k}) = 0 \), and \( E(x_{i,k}^2) = 1 \), where \( E(\cdot) \) is the expectation operator. To obtain the system performance analysis, the Gaussian approximation (GA) method has been used. GA is accurate for large spreading factors but shows some inaccuracy for smaller spreading factors [29]. However, large spreading factors are the basic property of spread-spectrum communication systems, which makes GA suitable for analysis in chaos-based communication systems.

A. BER analysis of PI-DCSK

In every PI-DCSK transmission, \( \log_2(M) = n + 1 \) bits are sent, where \( n \) bits map into permutation indices and a single bit is modulated. Hence, the BER of the PI-DCSK system is composed of the BER of the mapped bits \( Pr_{\text{map}} \) and the BER of the modulated bit \( Pr_{\text{mod}} \). Therefore, the total BER \( Pr_M \) would be expressed as [30]

\[
Pr_M = \frac{n}{\log_2(M)} Pr_{\text{map}} + \frac{1}{\log_2(M)} Pr_{\text{mod}}.
\]  

The probability of BER for mapped bits \( Pr_{\text{map}} \) is dependent upon the number of mapped bits \( n \) and the probability of erroneous permutation index detection \( Pr_{\text{red}} \). Furthermore, if the permutation is erroneously detected, a wrong combination of mapped bits will be estimated. Each wrong combination may contain a different number of incorrect bits, compared to the correct combination. Thereupon, the probability of erroneous permutation detection can be converted into a corresponding mapped bits BER by using [31]

\[
Pr_{\text{map}} = \frac{2^{(n-1)}}{2^n - 1} Pr_{\text{red}}.
\]  

The correct estimation of the modulated bit depends on the correct permutation index detection and the correct despreading process. Accordingly, two different cases cause an error to occur. In the first case, the permutation index is correctly detected but an error occurs while despreading the modulated bit. Note that the despreading process in PI-DCSK is performed in the same fashion as in conventional DCSK. In the second case, the permutation index is erroneously estimated and the modulated bit is despread at the output of the wrong correlator. In this case, the probability of correct detection will be simply equal to \( \frac{1}{2} \). Consequently, the total BER of modulated bits would be expressed as [30]

\[
Pr_{\text{mod}} = Pr_{\text{DCSK}}(1 - Pr_{\text{red}}) + 0.5 Pr_{\text{red}}.
\]
where $P_{\text{D}}$ is the BER for DCSK. Using (21), (22) and (23), the detailed form of $P_{M}$ is revealed as

$$
P_{M} = \frac{P_{\text{D}}}{{\log_2}(M)} \left( 1 - P_{\text{ed}} \right) + \frac{2n2^{n-1} + (2^n-1)}{2\log_2(M)(2^n-1)} P_{\text{ed}}. 
$$

(24)

B. Erroneous permutation detection probability $P_{\text{ed}}$

In order to estimate the transmitted permutation index, the PI-DCSK detector and decision logic circuits select the maximum absolute value that is obtained at the output of one of the $2^n$ engaged correlators. For equiprobable transmitted permuted sequences, the error probability conditioned on the $k$th user transmitted permutation $P_j^{(k)}$ is given by

$$
P_{\text{ed}} = P_r \left( \left| D_{i,j}^{(k)} \right| < \max \left( \left| D_{i,m}^{(k)} \right| \right) \right),
$$

(25)

where $D_{i,j}^{(k)}$ and $D_{i,m}^{(k)}$ are the decision variables at the $m$th and $j$th correlator outputs, respectively. In agreement with (25), an erroneous permutation index estimation will occur if the maximum absolute value of the decision variable $D_{i,m}^{(k)}$ is larger than $\left| D_{i,j}^{(k)} \right|$. As observed in (10), the $i$th data block decision variable of the $k$th user at the output of the $m$th correlator may follow two different patterns according to two hypotheses. The first hypothesis is when the index of the correlator output $M$ is equal to the transmitted permutation index $j$, i.e., $m = j$, where $1 \leq m \leq 2^n$, while the second hypothesis is when the index of the correlator output does not match the index of transmitted permutation i.e., $m \neq j$. Subsequently, the decision variable defined in (10) can be rewritten as

$$
D_{i,m}^{(k)} = \begin{cases} S_{i,j}^{(k)} + \text{MU}I_{i,j}^{(k)} + N_{i,j}^{(k)}, & \text{for } m = j, \\ I_{i,m}^{(k)} + \text{MU}I_{i,m}^{(k)} + N_{i,m}^{(k)}, & \text{for } m \neq j, \end{cases}
$$

(26)

where $S_{i,j}^{(k)}$ represents the desired signal, $\text{MU}I_{i,j}^{(k)}$ and $\text{MU}I_{i,m}^{(k)}$ are the multi user interference (MUI) components, $N_{i,j}^{(k)}$ and $N_{i,m}^{(k)}$ are interference components generated by Gaussian noise and $I_{i,m}^{(k)}$ is the interference that models the cross-correlation of different permuted chaotic sequences. As such, the desired signal $S_{i,j}^{(k)}$ can be rewritten from (10) as

$$
S_{i,j}^{(k)} = \left( \sum_{l=1}^{L_k} \lambda_{l,k} P_j^{(k)} \left( x_{i,\tau_i,j}^{(k)} \right) \right)^T 
\times \left( \sum_{l=1}^{L_k} \lambda_{l,k} a_{i,n+1}^{(k)} P_j^{(k)} \left( x_{i,\tau_i,j}^{(k)} \right) \right)^T 
= \sum_{l=1}^{L_k} \lambda_{l,k}^2 a_{i,n+1}^{(k)} P_j^{(k)} \left( x_{i,\tau_i,j}^{(k)} \right)^T 
+ \sum_{l=1}^{L_k} \sum_{l'=1}^{L_k} \sum_{l''=1}^{L_k} \lambda_{l,k} \lambda_{l',k} a_{i,n+1}^{(k)} P_j^{(k)} \left( x_{i,\tau_i,j}^{(k)} \right)^T 
\approx a_{i,n+1}^{(k)} \sum_{k=1}^{L_k} \lambda_{l,k}^2 \left( x_{i,\tau_i,j}^{(k)} \right)^2.
$$

(27)

The last approximation in (27) occurs as a result of the low auto-correlation property of time-shifted chaotic sequences [17] for $l \neq l'$. Therefore, the mean value of the $i$th data block at the $j$th correlator output, conditioned on a given $a_{i,n+1}^{(k)}$, is

$$
E \left( D_{i,j}^{(k)} | a_{i,n+1}^{(k)} \right) = a_{i,n+1}^{(k)} \left( \frac{\log_2(M)E_0}{2} \right) \sum_{l=1}^{L_k} \lambda_{l,k}^2.
$$

(29)

The approximation in (29) arises from the assumption that $\tau_{\text{max}} \ll \beta T_c$, which means that ISI is negligible.

From (10), $\text{MU}I_{i,j}^{(k)}$ can be restated as

$$
\text{MU}I_{i,j}^{(k)} = \sum_{u=1}^{N_u} \sum_{l=1}^{L_k} \lambda_{l,u} P_j^{(k)} \left( R_{i,\beta+\tau_i,u}^{(k)} \right)^T 
\times \left( \sum_{l=1}^{L_k} \sum_{l'=1}^{L_k} \sum_{l''=1}^{L_k} \lambda_{l,u} \lambda_{l',u} P_j^{(k)} \left( x_{i,\tau_i,j}^{(k)} \right)^T \right)^T 
\times \left( \sum_{l=1}^{L_k} \lambda_{l,u} P_j^{(k)} \left( x_{i,\tau_i,j}^{(k)} \right)^T \right)^T.
$$

(30)

Due to the low cross-correlation between different permuted chaotic sequences, as described in (1) and (2), the multi-user interference $\text{MU}I_{i,j}^{(k)}$ can be modelled as a zero mean Gaussian variable with variance

$$
\text{var} \left( \text{MU}I_{i,j}^{(k)} \right) = \sum_{u=1}^{N_u} \sum_{l=1}^{L_k} \sum_{l'=1}^{L_k} E \left( \left| \lambda_{l,u} \lambda_{l',u} \right| P_j^{(k)} \right) \left( R_{i,\beta+\tau_i,u}^{(k)} \right)^T 
\times \left( \sum_{l=1}^{L_k} \lambda_{l,u} \lambda_{l',u} P_j^{(k)} \left( x_{i,\tau_i,j}^{(k)} \right)^T \right)^T.
$$

(31)

The last approximation in (31) emerges from two standard assumptions. The first assumption is that the expectation of the squared product of two different chaotic sequences is equal to [14, 32] for $z \neq j$ and $u \neq k$.

$$
E \left( \left| x_{i,u}^{(k)} P_j^{(k)} \right| \right)^2 = E \left( \left| P_j^{(k)} \right| \right)^2 \left( x_{i,u}^{(k)} \right)^2.
$$

(32)
The second assumption is that the overall mean energy of a channel with $L_u$ paths is equal to
\[
\sum_{i=1}^{L_u} E(\lambda_{i,u}^2) = 1. \tag{33}
\]

Furthermore, the noise interference component of the $i$th data block at the $j$th correlator output can be written as
\[
N_{i,j}^{(k)} = \sum_{u \neq k}^{N_u} \sum_{l=1}^{L_u} \lambda_{l,u} P_j^{(k)} \left( \mathbf{R}_{i,\beta+\tau_{l,u}}^{(k)} \right) \left( \mathbf{n}_{i,0,k}^D \right)^T
+ P_j^{(k)} \left( \mathbf{n}_{i,\beta,k}^R \right) \left( \sum_{u \neq k}^{N_u} \lambda_{l,u} D_{i,\tau_{l,u}}^{(u)} \right) \left( \mathbf{n}_{i,0,k}^D \right)^T
+ \left( \sum_{k=1}^{L_k} \lambda_{l,k} P_j^{(k)} \left( x_{i,\beta+\tau_{l,k}}^{(k)} \right) \right) \left( \mathbf{n}_{i,0,k}^D \right)^T
+ P_j^{(k)} \left( \mathbf{n}_{i,\beta,k}^R \right) \left( \mathbf{n}_{i,0,k}^D \right)^T. \tag{34}
\]

In (34), all terms are uncorrelated, while channel coefficients and noise samples are independent. Hence, the variance of $N_{i,j}^{(k)}$ can be easily written as
\[
\text{var}(N_{i,j}^{(k)}) = (N_u - 1) N_0 \frac{\log_2(M)E_b}{2} + N_0 \frac{\log_2(M)E_b}{2} \sum_{l=1}^{L_k} \lambda_{l,k}^2 + \beta \frac{N_b^2}{4}. \tag{35}
\]

Subsequently, the overall variance of the $k$th user, $j$th correlator decision variable is equal to
\[
\text{var}(D_{i,j}^{(k)}) = \text{var}(\text{MU}_{i,j}^{(k)}) + \text{var}(N_{i,j}^{(k)})
\approx (N_u - 1) \frac{\log_2(M)E_b}{2} \sum_{l=1}^{L_k} \lambda_{l,k}^2 + (N_u - 1) \frac{\log_2(M)E_b^2}{4} + (N_u - 1) N_0 \frac{\log_2(M)E_b}{2}
+ N_0 \frac{\log_2(M)E_b}{2} \sum_{l=1}^{L_k} \lambda_{l,k}^2 + \beta \frac{N_b^2}{4}. \tag{36}
\]

Furthermore, by using the properties mentioned in (1) and (2), the disturbance component $I_{i,m}^{(k)}$ in (26) is approximately equal to zero, because of the low cross-correlation between different permuted replicas
\[
I_{i,m}^{(k)} = \left( \sum_{l=1}^{L_k} \lambda_{l,k} P_j^{(k)} \left( x_{i,\beta+\tau_{l,k}}^{(k)} \right) \right) \left( \sum_{l=1}^{L_k} \lambda_{l,k} P_j^{(k)} \left( x_{i,\beta+\tau_{l,k}}^{(k)} \right) \right)^T \approx 0. \tag{37}
\]

Using the same techniques as in (31) and (34), it can be easily shown that the variances of $\text{MU}_{i,m}^{(k)}$ and $N_{i,m}^{(k)}$ are equal to the variances of $\text{MU}_{i,j}^{(k)}$ and $N_{i,j}^{(k)}$, respectively. Subsequently, the overall variance of the $k$th user, $m$th correlator, where $m \neq j$, decision variable would be stated as
\[
\text{var}(D_{i,m}^{(k)}) = \text{var}(\text{MU}_{i,m}^{(k)}) + \text{var}(N_{i,m}^{(k)})
\approx (N_u - 1) \frac{\log_2(M)E_b}{2} \sum_{l=1}^{L_k} \lambda_{l,k}^2 + (N_u - 1) \frac{\log_2(M)E_b^2}{4} + (N_u - 1) N_0 \frac{\log_2(M)E_b}{2}
+ N_0 \frac{\log_2(M)E_b}{2} \sum_{l=1}^{L_k} \lambda_{l,k}^2 + \beta \frac{N_b^2}{4}. \tag{38}
\]

It is important to note that due to the absolute value operator, the mean value of $D_{i,j}^{(k)}$ is independent of the modulated bit value and hence $d_{i,m+1}$ will be omitted in the derivations that shall follow. The absolute values of the $2^n - 1$ random variables $D_{i,m}^{(k)}$ follow folded normal distribution due to the fact that $D_{i,m}^{(k)}$ is a zero mean Gaussian random variable [33]. Moreover, they are independent and hence, order statistics theory can be applied to compute (25) as [30]
\[
Pr_{ed} = 1 - \int_0^\infty \left( F_{D_{i,m}^{(k)}}(y) \right)^{2^n-1} dy, \tag{39}
\]
where $F_{D_{i,m}^{(k)}}(y)$ is the cumulative distribution function (CDF) of $D_{i,m}^{(k)}$ given as
\[
F_{D_{i,m}^{(k)}}(y) = \text{erf} \left( \frac{y}{\sqrt{2 \text{var}(D_{i,m}^{(k)})}} \right), \tag{40}
\]
where erf$(\cdot)$ is error function given as
\[
\text{erf}(z) = \int_0^z \frac{2}{\sqrt{π}} e^{-x^2} dx. \tag{41}
\]

More, $f_{D_{i,m}^{(k)}}(y)$ is the probability density function (PDF) of the folded normally distributed random variable $D_{i,m}^{(k)}$ which is given as
\[
f_{D_{i,m}^{(k)}}(y) = \frac{1}{\sqrt{2\text{var}(D_{i,m}^{(k)})}} \left[ \exp \left( -\frac{(y-E(D_{i,m}^{(k)}))^2}{2\text{var}(D_{i,m}^{(k)})} \right) \right]
+ \exp \left( -\frac{(y-E(D_{i,m}^{(k)}))^2}{2\text{var}(D_{i,m}^{(k)})} \right). \tag{42}
\]

By substituting $\gamma_b = E_b/N_0 \sum_{l=1}^{L_k} \lambda_{l,k}^2$ in the expressions (28), (30) and (33), we may rewrite (37) as
\[
Pr_{ed} = 1 - \frac{1}{\sqrt{\pi}} \int_0^\infty \left[ \text{erf} \left( \frac{y}{\sqrt{\pi}} \right) \right]^{2^n-1} \times \left[ \exp \left( -\frac{(y-E(D_{i,j}^{(k)}))^2}{\text{var}(D_{i,j}^{(k)})} \right) \right]
+ \exp \left( -\frac{(y+E(D_{i,j}^{(k)}))^2}{\text{var}(D_{i,j}^{(k)})} \right) \right] \ dy, \tag{43}
\]
where
\[ W = (N_u - 1) \frac{\log_2(M)}{\beta} \left( \frac{E_b}{N_0} \gamma_b + \frac{(N_u - 1)}{2} \left( \frac{E_b}{N_0} \right)^2 \right) + (N_u - 1) \log_2(M) \frac{E_b}{N_0} + \log_2(M) \gamma_b + \frac{a}{2}. \] (44)

\[ \beta \]

C. BER of modulated bit

In order to estimate the modulated bit, the despreading process is performed as in conventional DCSK, by comparing the decision variable \( D_{i,j}(k) \) to a zero threshold. Then, by using (29) and (36), the bit error rate probability \( P_{r,DCSK} \) would be scripted as
\[ P_{r,DCSK} = \frac{1}{2} \text{erfc} \left( \frac{E_b \left( D_{i,j}(k) \right)}{\sqrt{2 \text{var} (D_{i,j}(k))}} \right), \] (45)
where \( \text{erfc}(x) = 1 - \text{erf}(x) \) is the complementary error function. After some straightforward operations, the instantaneous BER probability of DCSK system would be noted as
\[ P_{r,DCSK} = \frac{1}{2} \text{erfc} \left( \frac{\log_2(M) \gamma_b}{\sqrt{2W}} \right), \] (46)
where \( W \) is as mentioned in (45). The bit energy \( E_b \) can be assumed to be constant for higher spreading factors \( \beta \). Therefore, for \( L_k \) independent identically distributed (i.i.d.) Rayleigh-fading channels, the PDF of instantaneous \( \gamma_b \) can be written as [31]
\[ f(\gamma_b, \tilde{\gamma}_c, L_k) = \frac{\gamma_b^{L_k-1} \gamma_c^{L_k-1}}{(L_k - 1)! \gamma_c^{L_k - 1}} \text{exp} \left( -\frac{\gamma_b}{\gamma_c} \right), \] (47)
where \( \tilde{\gamma}_c \) is equal to
\[ \tilde{\gamma}_c = \frac{E_b}{N_0} E (\lambda_{j,k}^2) = \frac{E_b}{N_0} E (\lambda_{j,k}^2), l \neq j. \] (48)

For dissimilar channels, however, the PDF of \( \gamma_b \) can be written as
\[ f(\gamma_b) = \sum_{l=1}^{L_k} \frac{\rho_l}{\gamma_l} \text{exp} \left( -\frac{\gamma_b}{\gamma_l} \right), \] (49)
where
\[ \rho_l = \prod_{j=1}^{L_k} \frac{\tilde{\gamma}_l}{\gamma_l - \tilde{\gamma}_j}. \] (50)
Notice that for \( L_k = 1 \) and \( \lambda_{1,k} = 1 \) the channel reduces to AWGN. Finally, the averaged BER of the PI-DCSK system over multipath Rayleigh fading channels is given as
\[ P_{r,\text{faded}} = \int_0^\infty P_r M f(\gamma_b) d\gamma_b, \] (51)
where the integral in (51) is evaluated numerically.

V. RESULTS AND DISCUSSIONS

In this section, the performance of the proposed PI-DCSK scheme is evaluated. In Monte-Carlo simulation, the Chebyshev polynomial function is used for the generation of chaotic samples. The performance analysis is carried out for AWGN and multipath Rayleigh fading channels. To analyse the performance in multipath Rayleigh fading channels, three different channel profiles are used. In the first channel model named CM1, a two-ray channel is used with an average power gain of \( E (\lambda_{1}^2) = E (\lambda_{2}^2) = 1/2 \). The second channel model named CM2 uses a three-ray channel with the following gains \( E (\lambda_{1}^2) = 4/7, E (\lambda_{2}^2) = 2/7, E (\lambda_{3}^2) = 1/7 \). Finally, the third channel model named CM3 uses a five-ray channel with equal gains in all five paths, i.e., \( E (\lambda_{i}^2) = 1/5 \), where \( i = 1, \cdots, 5 \). For all multipath channel profiles, the delay spreads are varying according to the uniform distribution between zero and \( a \), where \( a \ll \beta T_c \).

A. Performance evaluation

In order to verify our theoretical derivations, the results obtained in (51) are validated by Monte-Carlo simulation over AWGN, CM1, CM2 and CM3 channels. First, the averaged cross-correlations, defined as (2), of two differently permuted sequences chosen as in [25], are shown in Fig. 2, for different \( \beta \). The cross-correlations are calculated and averaged for 1000 different permuted sequences. It can be seen that the cross correlation is low and exponentially decreases when the spreading factor increases.

In Figs. 3-4, the influence of different modulation orders \( M \) on the PI-DCSK BER performance over AWGN and the multipath Rayleigh fading channels CM1, CM2 and CM3 is shown. As observed in these figures, there is a perfect match between the BER results obtained by the analytical expressions of (24) and (51), versus Monte-Carlo simulation. Predictably, as \( M \) increases the PI-DCSK BER performance improves, which is due to the fact that for higher \( M \), more bits are mapped within a symbol for the same transmitted energy and, hence, the required \( E_b/N_0 \) needed to achieve a

Fig. 2: Averaged cross-correlation of two differently permuted sequences for various \( \beta \).
certain BER performance reduces. Furthermore, it should be noticed that the BER performance of PI-DCSK for \( M = 2 \) is equal to the conventional DCSK. For example, Fig. 3 (a) clearly indicates that in order to achieve a BER of \( 10^{-3} \), the required \( E_b/N_0 \) level for PI-DCSK must be approximately 3 dB lower for \( M = 16 \) in comparison to \( M = 2 \). In other words, when \( M \) increases, the number of bits per PI-DCSK frame increases, while the transmitted energy remains constant. This explains the obtained performance behaviour and proves the high energy efficiency of the system. Furthermore, it is evident that there is a perfect match between theoretical and simulation results for all channel models, which validates our analytical approach. In Figs. 5-6 respectively, the influence of different spreading sequence length \( \beta \) on the PI-DCSK BER performance over AWGN and multipath Rayleigh fading channels CM1, CM2 and CM3 is shown. It is obvious that when \( \beta \) increases the PI-DCSK BER performance degrades. This is owing to the fact that for higher values of \( \beta \), the noise\times noise cross correlation terms in (36) and (38) become more significant, which causes the degradation of PI-DCSK BER performance. To show the validity limit of our assumption, we plotted the BER performance over CM3. Hence, the gap between analytical and simulation results over CM3, which occurs for \( \beta = 50,100 \), is caused by the ISI interference that is neglected in the derivation of the analytical expressions. Therefore, to have an idea about the optimal spreading factor values, the BER curves of PI-DCSK versus spreading sequence length \( \beta \) for various modulation orders \( M \), are plotted in Fig. 7. It is shown that for a given \( E_b/N_0 \) ratio, there exists an optimal spreading sequence length \( \beta \) within the range from 5 to 40, which optimizes the BER performance. If we let \( \beta_{\text{opt}} \) to indicate the optimal value of \( \beta \), we observe that \( \beta_{\text{opt}} \) is dynamic and keeps an incremental trend as the modulation order \( M \) increases. For example, at \( E_b/N_0 = 14 \text{ dB} \), \( \beta_{\text{opt}} < 10 \) for \( M = 2 \), while this value is \( \beta_{\text{opt}} \approx 50 \) for \( M = 16 \). Furthermore, it can be seen that the BER performance deteriorates as the spreading factor \( \beta \) escalates, despite the increment of quasi-orthogonality between differently permuted replicas of the reference sequence for larger \( \beta \) values. This is because the contribution of the noise\times noise cross terms of (36) and (37) is more significant than the increment of quasi-orthogonality between the two permuted sequences, as the spreading sequence grows.

The effect of ISI on BER performance is shown in Fig. 8. The results are obtained for CM1 channel profile with \( E_b/N_0 = 16 \text{ dB} \) and \( \beta = 200 \). It is clear that ISI can be neglected when the channel delay spread is much lower than the symbol duration, as expected. However, for larger delay spread the influence of this interference increases significantly, which causes a mismatch between theoretical BER expressions that assume zero ISI and the simulated system performance.

**B. Multiple access performance**

To evaluate the effects of the number of users on PI-DCSK, the BER performance for three and six users are examined, over AWGN and fading channels.

In Fig. 9, PI-DCSK BER performance over CM2 is shown for the modulation orders \( M = 2,16 \), a spreading factor of \( \beta = 300 \) and \( N_u = 3 \) users. As illustrated, the best performance is obtained when \( M = 2 \). It arises from the fact that when the number of users rises, the MUI variance expressions in (36) and (38) increase the overall noise level at each correlator output. Subsequently, as the decision logic will have to choose between \( M/2 \) correlator outputs, there will be a higher possibility that an error will occur in the estimation of the permutation index (mapped bits), which increases the BER and leads to performance deterioration.

In Figs. 10-12 respectively, the influence of the spreading sequence length on MUI interference in a multi-user scenario, over AWGN, CM2 and CM3 channels for \( M = 4 \), is shown. As highlighted, when the number of users increases from 3 to 6 the BER increases, i.e the performance degrades, for a fixed \( \beta \) value, i.e. \( \beta = 100 \). However, when \( \beta \) increases to 300, the MUI variance is additionally spread, which decreases the overall BER and enhances performance. To conclude, in

--

Fig. 3: The influence of different modulation orders \( M \) on PI-DCSK performance for \( \beta = 200 \) over (a) AWGN and (b) CM1 channels.
Fig. 4: The influence of different modulation orders $M$ on PI-DCSK performance for $\beta = 200$ over (a) CM2 and (b) CM3 channels.

Fig. 5: The influence of $\beta$ on PI-DCSK performance for $M = 4$ over (a) AWGN and (b) CM1 channels.

Fig. 6: The influence of $\beta$ on PI-DCSK performance for $M = 4$ over (a) CM2 and (b) CM3 channels.
Fig. 7: The BER performance of PI-DCSK at $E_b/N_0 = 14$ dB for various $\beta$ and $M$.

Fig. 8: The BER performance of PI-DCSK for CM1 versus $\tau_2$, for $\beta = 200$, $E_b/N_0 = 16$ dB and $M = 2, 16$.

Fig. 9: The influence of modulation order on PI-DCSK performance for $M = 2, 16$, $\beta = 300$ and $N_u = 3$ over CM2 channel.

Fig. 10: The influence of $\beta$ on PI-DCSK performance for $M = 4$ and $N_u = 3, 6$ over AWGN channel.

Fig. 11: The influence of $\beta$ on PI-DCSK performance for $M = 4$ and $N_u = 3, 6$ over CM2 channel.

Fig. 12: The influence of $\beta$ on PI-DCSK performance for $M = 4$ and $N_u = 3, 6$ over CM3 channel.
order to keep MUI noise at an acceptable level, $\beta$ should be appropriately chosen. Furthermore, as viewed in Figs. 10 and 11, there is a perfect match between analytical and simulation results for both channel models.

In conclusion, the BER performance of the proposed scheme degrades as the number of users increases due to the increment in MUI. Additionally, for the same number of users, the PI-DCSK BER performance worsens as the modulation level increases. However, by increasing the spreading factor, the BER drops and performance improves because the MUI will stretch over a larger bandwidth.

C. Comparison with other non-coherent chaotic modulations

The BER performance of PI-DCSK in comparison with OM-DCSK is evaluated over AWGN, CM1 and CM3 channels. The outcome of this comparison is shown in Fig. 9. This comparison reveals that the BER performance of PI-DCSK and OM-DCSK are approximately similar for $M > 2$, while PI-DCSK significantly outperforms OM-DCSK for $M = 2$ for all channel models. For instance, PI-DCSK needs 2 dB less at the receiver in order to achieve a BER of $10^{-3}$ compared to OM-DCSK over an AWGN channel.

In addition, in comparison with PI-DCSK, the BER performance of OM-DCSK significantly degrades over the timely dispersed channel i.e. CM3. This is a consequence of the higher number of correlators at the receiver for the same modulation level $M$ and a loss of orthogonality between different Walsh codes used to construct the orthogonal signal basis. Furthermore, the proposed PI-DCSK achieves the observed BER improvement while sustaining a reduced complexity in comparison to OM-DCSK, as was stated in Section II.

In Fig. 14, the BER performance comparison of PI-DCSK is extended to include DCSK, HE-DCSK and QCSK over AWGN, CM2 and CM3 channels. The PI-DCSK modulation order $M$ is set to 4 and 8. Fig. 14 reveals that at a BER of $10^{-3}$, the DCSK BER performance is about 0.8 dB worse than HE-DCSK, QCSK and 4-ary PI-DCSK, and about 2 dB worse than 8-ary PI-DCSK. However, over CM2, the 4-ary PI-DCSK shows a better performance compared to DCSK while it performs slightly worse in comparison to HE-DCSK and QCSK. Furthermore, for $M = 8$, PI-DCSK performance significantly augments, i.e. BER drops due to the mapping of an extra bit in the permutation index, compared to HE-DCSK and QCSK.

D. Discussion

In the proposed PI-DCSK design, multiple quasi-orthogonal sequences are easily generated by virtue of the low auto-correlation properties of the permuted replicas of chaotic sequences.

Therefore, no extra hardware, neither for Hilbert transform nor for the generation of Walsh codes is needed in PI-DCSK in comparison to similar multilevel modulations like OM-DCSK. Moreover, dispensing with the usage of Walsh codes at the receiver, the PI-DCSK scheme enjoys full properties
and advantages of non-coherent modulation. Furthermore, by mapping an extra bit into the permutation indices, the PI-DCSK data rate, BER performance, energy and spectral efficiencies are significantly improved compared to other rival modulation schemes.

VI. CONCLUSIONS

In this paper, a new multi-user multi-level non-coherent PI-DCSK scheme is proposed and analysed for chaos-based communication systems. In the proposed design, time-multiplexing is used to separate reference and data bearing sequences, as in conventional DCSK. In the PI-DCSK scheme presented here, multiple quasi-orthogonal data sequences are formed as a consequence of permuting the reference sequence. In particular, a block of $n$ bits is mapped in the indices of different permutations, where each of the $2^n$ possible permutations denotes a distinguishable permutation applied to the reference sequence. In completion, the modulated bit is spread by the selected permuted reference signal. As multiple bits per data frame are ferried through the use of indexing, the PI-DCSK energy and spectral efficiencies are significantly boosted compared to its competitors.

In addition, the utilisation of different permutations eradicates the similarity between reference sequences and data bearing sequences, which in turn significantly increases the PI-DCSK transmitted data security. Moreover, an efficient multiple access method is proposed for adoption in the PI-DCSK system, by granting absolute access to a distinct set of $M/2$ permutations out of $\beta! - 1$ possible, for each user.

Furthermore, closed-form theoretical expressions of multi-user PI-DCSK system BER over AWGN and multipath Rayleigh channels are derived. Monte-Carlo simulation is used to validate the theoretical results obtained in this work.

In continuation, the influence of different system parameters like modulation orders and spreading sequence lengths are analysed. At the end, the BER performance comparison with DCSK, HE-DCSK, QCSK and OM-DCSK is shown. In light of the obtained results, the proposed novel PI-DCSK system is expected to be competitive and is promising.
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