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Abstract—This paper presents wireless sensor network-
unmanned aerial vehicle (WSN-UAV) system for military remote
monitoring and surveillance. Large scale WSN is deployed in a
battlefield or wide hostile region to collect information of interest
and send it to a UAV. Collaborative beamforming (CB) is used to
achieve the ground-to-air transmissions. An automatic dependent
surveillance-broadcast (ADS-B) based multilateration is used to
obtain the UAV location and tracking information. It is found
that a minimum distance between the UAV and the WSN is
required for proper operation of the CB due to the precision of
the multilateration and the movement of the UAV.

Index Terms—Monitoring and surveillance, Geolocation, ADS-
B based multilateration, Large scale wireless sensor networks,
Collaborative beamforming.

I. INTRODUCTION

Wireless sensor networks (WSNs) is an attractive tool for
monitoring and surveillance applications due to its flexible
deployment and ability of unattended operation [1], [2].
Sensor nodes are deployed in an ad-hoc fashion over large and
remote area to collect information from the surrounding neigh-
bourhood and send it to a fusion center (FC) for processing
and decision making. In order to have reasonable cost, sensor
nodes are fabricated with off-the-shelf microcontrollers and,
consequently, have limited processing capability. Moreover,
energy is typically supplied in sensor nodes from batteries or
energy harvesting devices [3].

Sensor nodes are deployed close to the event or phenomena
under surveillance which is typically far from the FC. Data
gathering can be implemented using unmanned aerial vehicle
(UAV) as a FC. The UAV flies over the sensing field while
sensor nodes, which are deployed on the ground, transmit the
collected data directly to the UAV. UAVs have the advantage
to explore vast geographical region.

In this paper, we focus on military tactical monitoring
and surveillance to remotely monitor the battlefield or wide
hostile regions [4]. In such scenarios, a UAV is utilized as the
FC which is expected to fly at high altitudes. The distances
between the sensor nodes and the UAV can be larger than
the transmission range of individual sensor node. In this
case, collaborative beamforming (CB) [5], [6] is utilized for
ground-to-air transmission in the proposed system to increase
the transmission range and achieve directional gain. In order
to implement CB, the location and tracking information of
the UAV should be available at the sensor nodes. Typically,
global positioning system (GPS) can be used to obtain the
UAV location information and broadcast it to the sensor
nodes. However, we are interested in military and tactical
applications where there is a threat of GPS jamming, spoofing
and message infringement type attacks. In this case, other
navigation and guidance subsystems can be used to obtain this
information [4]. Recently, automatic dependent surveillance-
broadcast (ADS-B) has been introduced to support avionics
navigation. The ADS-B signal can carry location information
relative to local point in the flying path. Additionally, the
ADS-B signal is captured at ground receivers and used for
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Fig. 1. The geometric model of the system.

passive localization using time-difference-of-arrival (TDOA)
[7], [8]. Such a robust framework for uninhibited tracking of
the UAV through ADS-B based multilateration does not rely
upon the message content of the ADS-B signal and uses the
captured ADS-B signal to achieve 3D geolocation. The effect
of the error bounds of ADS-B based multilateration and the
UAV movement on the CB performance is considered.

The rest of the paper is organized as follows. In Section II,
we provide a general overview of the proposed WSN-UAV
remote surveillance system architecture. In Section III, we
present the ADS-B based multilateration for UAV tracking in
real-time. In Section III-B, CB for the uplink transmission is
presented. Simulation results are described in detail in Section
IV, which illustrate the efficiency of the CB enabled by the
ADS-B based multilateration. Finally, concluding remarks are
provided in Section V.

II. SYSTEM ARCHITECTURE

A large scale WSN is deployed by, for example, dropping
the sensor nodes from an aircraft over the area of interest as
shown in Fig. 1. Sensor nodes know their local coordinates
from a UAV self-localization scheme [9]. The location infor-
mation is used to organize the nodes into clusters where each
cluster consists of N sensor nodes located close to each other
inside a circle of radius R.

Consider the local spherical coordinates (ρ, φ, θ) for each
cluster where the origin point is the center of cluster, the angle
θ denotes the elevation direction, φ represents the azimuth
direction, and ρ is the distance from the origin to a given point.
Let (xa, ya, za) be the current position of the UAV which
corresponds to (ρa, φa, θa) in the spherical coordinates. ADS-
B receivers are located away from the battlefield and separated
with large distances, typically over 18.5 km [10]. Let the
ith receiver to be located at (ρi, φi, θi). Sensor nodes are
deployed on the ground, i. e., co-located in the xy-plane, with
rectangular coordinates (xs,i, ys,i, 0), i = 1, . . . , N and the
corresponding spherical coordinates are (ρs,i, φs,i, π/2). The
distances between the sensor nodes in one cluster are small
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enough to neglect the power consumed for communication
within the cluster [11]. We also assume that the sensor nodes
are frequency synchronized and frequency drift effects are
negligible [12]. All sensor nodes within a cluster have access
to the data/measurements to be transmitted to the UAV. This
information sharing is simply performed by broadcasting the
data from one sensor node to all other nodes in its cluster [5],
[13], [14]. There is a line-of-sight (LOS) between the sensor
nodes and the UAV and the environment does not have any
obstacles. Therefore, the effects of the reflection, scattering,
and shadowing on the signal are very small and the channel
fading follows Rician distribution with high K-factor [15].
Moreover, the transmitted signal decays with distance due to
the propagation in a LOS path according to the free-space
path loss (FSPL).

The UAV is equipped with ADS-B transponder that trans-
mits at 1090 MHz every second without the need of any
ground based interrogative signals. These signals are syn-
chronously captured by the ADS-B receivers which are
synchronized by rubidium or cesium based clocks and can
provide a timing synchronization accuracy of 20 ns [16]. The
proposed system is based on TDOA localization and does
not rely upon the demodulation or decoding of the ADS-B
message transmitted by the UAV, it only requires the raw
RF ADS-B signal. The RF ADS-B signal is captured at the
receiver units and time-stamped to allow for cross-correlation
in order to evaluate the corresponding TDOA profiles. This
TDOA profile is computed at the central unit (CU) located
at the command center and a 3D geolocation estimate is
generated for the current UAV position. This estimate is
passed on to the tracking unit based on extended Kalman filter
(EKF) to enable the real-time trajectory tracking for the UAV.
The geolocation estimate and the tracking estimate of the UAV
is transmitted back to the UAV through the ADS-B uplink at
1030 MHz. The UAV then broadcasts its current geolocation
and tracking estimate to the sensor nodes using high power
direct transmission. The UAV flies over the WSN to collect
the surveillance data with time-slotted transmissions. Based
on the geolocation information, the clusters of sensor nodes
identify their distance to the UAV. Only one cluster is allowed
to transmit at each time slot depending on its distance from
the UAV. The clusters keep updated with the geolocation and
real-time tracking estimate of the UAV and based on that
estimate, the next cluster of sensor nodes activates for CB
transmission. The CB thus benefits from the real-time tracking
of the geolocation estimate for the UAV.

III. THE PROPOSED WSN-UAV SYSTEM

A. ADS-B based multilateration for real-time UAV tracking
A time vector is appended to the captured ADS-B signal at

all the ADS-B receivers, and this time-stamped signal is sent
to the CU for TDOA processing. At the CU, the time-stamps
are aligned to cross-correlate the signals and compute the
time-difference profiles to enable TDOA computation. Let ri
be the distance between the UAV and the ith ADS-B receiver,
then we can write

ri =
√

(xa − xi)2 + (ya − yi)2 + (za − zi)2. (1)

The TDOA between sensors i and j is then defined by ∆τi,j

∆τi,j = τi − τj =
1

c
(ri − rj), (2)

where c is the speed of light. TDOAs are assumed to be
obtained with respect to first ADS-B receiver, thus

∆τi,1 =
ri − r1

c
+ η∆τi,1

, i = 2, . . . , k, (3)

where η∆τi,j
is the noise associated with ∆τi,1. In the vector

form

m = g(X) + η, (4)

where X = [xa, ya, za]T is the vector of unknown
variables, m = [∆τ2,1,∆τ3,1, · · · ,∆τk,1]

T ,
g(X) = [(r2 − r1)/c, (r3 − r1)/c, . . . , (rk − r1)/c]

T ,

and η =
[
η∆τ1,1

, η∆τ2,1
, . . . , η∆τk,1

]T
.

Consequently, the TDOA estimation problem can be ex-
pressed as follows,

X̂ = arg min
X
‖ (m− g) ‖, (5)

where X̂ is the TDOA estimate of the UAV location. Equa-
tion (5) can be solved using any least squares minimization
algorithm such as the Levenberg-Marquardt algorithm [17].
Additionally, we adopt the EKF tracking algorithm of [18].
For simulation purposes, we model the state of the EKF by
incorporating the position and velocity of the moving UAV.
The distance from the ADS-B receiver units can be expressed
as

di,t =
√

(xa,t − xi)2 + (ya,t − yi)2 + (za,t − zi)2. (6)

One way of modelling the motion is to set up a linear system
composed of the kinematic equations for each dimension of
the tracked movement.

In the following, the UAV’s 3D motion is represented by its
position and velocity at time step t = T which corresponds to
the current state XT in the EKF formulation, the state vector
can be expressed as

XT =


xa,T
ya,T
za,T
ẋa,T
ẏa,T
ża,T

 = C ·


xa,T−1

ya,T−1

za,T−1

ẋa,T−1

ẏa,T−1

ża,T−1

+ E, (7)

where ẋa,T , ẏa,T and ża,T are the velocities in the x, y and z
directions, C is the state transition matrix for the EKF, and E
is the process noise vector that accounts for any un-modelled
factors in the system. At time step t = T , let d̃i,T (i =
1, ..,K) be the distance measurement errors. The measured
distances are given by

di,T =
√

(xa,T − xi)2 + (ya,T − yi)2 + (za,T − zi)2

+ d̃i,T , i = 1, 2, . . . ,K. (8)

The above equation can also be written in vector form as
d1,T

d2,T

...
dK,T

 = SXT +


d̃1,T

d̃2,T

...
d̃K,T

 , (9)

where S is the measurement matrix that relates the current
state to the output. Since the outputs of (8) are non-linear,
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the Jacobian should be used to linearize and facilitate the
computation of (7) [18]. Hence,

S =


∂d1,T
∂x

∂d1,T
∂y

∂d1,T
∂z 0 0 0

∂d2,T
∂x

∂d2,T
∂y

∂d2,T
∂z 0 0 0

...
...

...
...

∂dK,T
∂x

∂dK,T
∂y

∂dK,T
∂z 0 0 0

 , (10)

The following procedure can then be applied iteratively to
track the UAV. In each iteration, five steps are performed as
listed below [18].

1) Project the state ahead: XT = C ·XT−1;
2) Project the error covariance ahead: WT = C ·WT−1 ·

CT + Ω;
3) Evaluate the Kalman gain: KT = WT · ST ·(

S ·WT · ST + R
)−1

;
4) Update estimation with measurements: XT = XT +KT ·

(DT − S ·XT );
5) Update the error covariance: WT = (I−KT ·S) ·WT .

In Step 1, the current state XT−1 is used to estimate the
location at the next time instant. In Step 2, the error covariance
matrix WT in the next time step is projected using the state
space model C and the process noise covariance matrix Ω.
In Step 3, the Kalman gain KT is computed, where R is a
diagonal matrix representing the independent distance mea-
surement noises at different ADS-B receivers. The Kalman
gain is used in Step 4, when the distance measurements
DT = [d1,T , d2,T , · · · , dK,T ]T from the ADS-B receivers
to the UAV are employed to update the state, XT . In Step
5, the error covariance matrix WT is updated. The current
position (xa,T , ya,T , za,T ) is readily available from the state
XT . Finally, the UAV receives the location information from
the CU and broadcasts it to the sensor nodes. In the next
section, we give details about CB transmission.

B. CB for the uplink transmission
To implement CB transmission, sensor nodes use the same

codebook with zero mean, unit power, and independent sym-
bols, i.e., E {sn} = 0, |sn|2 = 1, and E {snsm} = 0
for n 6= m where sn stands for the nth symbol from the
codebook and E{·} denotes expectation. Each collaborative
node transmits the signal

mi = s
√
Pie

jψi , i = 1, 2, . . . , N (11)

where s is the transmitted symbol, Pi is the transmit power
of the ith sensor node, ψi is the initial phase of the ith
sensor node’s carrier to form the mainlobe of the beampattern
towards the direction of the UAV.

The Euclidean distance between the ith sensor node and
a point on the sphere at which the UAV coordinates lay, i.e.
point (ρa, φ, θ), is

δr(φ, θ) ,
√
ρa2 + ρ2

s,i − 2ρs,iρa sin(θ) cos(φ− φs,i)
≈ ρa − ρs,i sin(θ) cos(φ− φs,i). (12)

where the approximation is valid for the far-field region with
ρa � ρs,i. The corresponding phase delay is

ϕi(φ, θ) =
2π

λ
δi(φ, θ), (13)

where λ is the wavelength. Thus, using the knowledge of the
sensor node location and the direction of the UAV, the initial

phase of each sensor node carrier must be set as (see the
closed-loop scenario in [5])

ψi = −2π

λ
δi(φa, θa) (14)

in order to achieve coherent combining at the UAV. Then, the
received signal at direction (φ, θ) from all sensor nodes in the
cluster can be written as

g(φ, θ) = s
N∑
i=1

√
Pi e

jψi hie
jϕi(φ,θ) + n (15)

where hi is the channel fading between the ith sensor node
and the UAV and n ∼ CN (0, σ2

n) is the AWGN at the direc-
tion (φ, θ) with variance σ2

n. The received noise power σ2
n at

UAV can be measured in the absence of data transmission and,
therefore, is assumed to be known. The far-field beampattern
corresponding to the sensor nodes in the cluster can be found
as

P(φ, θ) , |g(φ, θ)|2 (16)

where | · |2 denotes the magnitude of a complex number.
At the UAV direction, the received signal is expressed as

g(φa, θa) = s
N∑
i=1

√
Pi hi + n = s wTh + n. (17)

where w =
[√
P1,
√
P2, . . . ,

√
PN
]T

is the weights vector
and h = [h1, h2, . . . , hN ]

T is the channel vector, and (·)T
denotes the transpose of a vector. The corresponding SNR γ
is given by

γ =
|hTw|2

σ2
n

. (18)

Without loss of generality, equal power allocation is used and
the channel fading hi is normalized such that E{h2

i } = 1. In
this case, the propagation loss are due to the FSPL can be
expressed as

FSPL =

(
4πρa
λ

)2

, (19)

and the effective path loss is the difference between the array
gain and the FSPL (in dB) is given by

PL = 10 log10

(
4πρa
λ

)2

− 10 log10

(
N2
)
. (20)

From the later expression, we can see that using more sensor
nodes increases the array gain and reduces the effective
path loss. However, increasing the cluster size N for fixed
sensor node density requires larger cluster radius R which
is practically limited by the transmission range of individual
sensor node to allow data exchange within the cluster.

Equation (19) suggests that the closest cluster to the UAV,
i.e., smallest ρa, should be allowed to transmit to reduce the
effective path loss. However, the UAV does not have non-zero
dimensions and we have to guarantee that the beampattern
has an acceptable level at the whole UAV body. While the
beampattern value at the UAV direction (φa, θa) is totally
deterministic, see (17), the CB beampattern in (15) at any
direction (φ 6= φa, θ 6= θa) is defined by the sensor node
locations and it equals to the summation of the out-of-phase
signals which is random. Fortunately, we are interested in the
beampattern level at only the directions close to the UAV
direction. The useful region of the beampattern where the
received signal has acceptable level is defined by the angle



φ3dB at which the power of the beampattern drops 3dB below
its maximum value and denoted as the 3dB beamwidth. The
characteristics of mainlobe within the 3dB beamwidth are
derived in [5], [19] and it is shown that the beampattern in this
region is more stable and almost deterministic. To guarantee
an acceptable level at the UAV, it should be flying within the
CB mainlobe, i.e. the 3dB arc-length is larger than the UAV
dimensions.

For sensor nodes uniformly distributed in a cluster with
radius R, the 3dB beamwidth for the average beampattern in
the xy-plane, i.e., θ = 90, is given by [5]

φ3dB = 2 sin−1

(
0.1286

R

)
, (21)

and the corresponding 3dB arc-length at distance ρa is given
by

L3dB = ρa φ3dB = 2ρa sin−1

(
0.1286

R

)
. (22)

Therefore, the distance between the UAV and the cluster
should satisfy the inequality

ρa ≥
L3dB,min

2 sin−1
(

0.1286
R

) , (23)

where L3dB,min is the minimum acceptable 3dB arc-length.

Fig. 2. RMSE performance for ADS-B based multilateration of UAV.

IV. SIMULATION RESULTS

In this section, we provide the simulation results for the
proposed WSN-UAV surveillance system. The sensor nodes
are randomly deployed to cover a square area of interest with
dimensions 10 km × 10 km. Different sensor node densities
0.01, 0.1, and 1 sensor node/m2 are assumed. The Rician K-
factor of the channel is set to 15 dB. The ADS-B receivers
are located away from the sensing field in a safe location with
minimum separation of 18.5 km between any two receivers.
For the ADS-B system, we assume time-synchronization be-
tween different ADS-B receivers facilitated by rubidium clock
standard which provides a timing synchronization accuracy
of less than 20 ns. This corresponds to a UAV geolocation
error of 6 m. Moreover, we set the maximum allowed error
resulting from the TDOA localization to be 30 m. The UAV
is flying with speed of 10 m/s thus we need to add 10 m to
the 3dB arc-length to allow 1 sec of transmission before the
the mainlobe has to be steered to the new UAV direction.
In the following, we assume the total 3dB arc-length to
be L3dB = 50 m to accommodate all the aforementioned
geolocation errors. We assume that the UAV is flying at 2 km
attitude, then the minimum possible distance between the
sensor nodes and the UAV is 2 km and it occurs when the

UAV flies directly over the sensor nodes. The CB transmission
frequency is set to 915 MHz. The aforementioned settings are
assumed for all the following simulations unless otherwise
stated. Also, all simulation results are averaged over 1000
independent Monte Carlo runs with the sensor node locations
are independently generated for each run according to uniform
distribution.
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Fig. 3. Average beampattern for CB transmissions: R = 50 m, ρa =
9.7 km, and L3dB = 50 m.

The TDOA localization is implemented at the CU. Fig. 2
represents the TDOA geolocation estimation for over 500 runs
for each SNR value. We can achieve a RMSE geolocation
accuracy of 8.5 m at SNR ≥ 3 dB. This shows that the
proposed TDOA geolocation scheme based on ADS-B can
achieve almost the same geolocation accuracy compared to
direct demodulation of the ADS-B frame. However, using
TDOA localization enhances the security of the overall system
and makes it capable to work even with GPS jamming without
significantly affecting the accuracy of the overall geolocation
estimate.

Now we show the performance of the CB based on the UAV
location and tracking information. Fig. 3 shows the average
beampattern for different node densities where we consider
the array gain and ignore the FSPL. The power allocation
is set to

√
Pi =

√
1/N and thus the total transmit power is

0 dBm. The cluster radius is kept fixed to R = 50 m and thus
the corresponding distance between the collaborative cluster
and the UAV is ρa = 9.7 km. The total number of sensor
nodes in each cluster varies for different sensor node densities.
Simulations for N = 78, 785, and 7853 were carried out.
Fig. 3 shows that the sensor nodes in the different clusters
are able to achieve a mainlobe at the UAV direction using
the CB. The mainlobe behaviour of the CB beampattern is
essentially deterministic and thus the average beampattern
characteristics are suitable for describing the mainlobe of
a sample beampattern [20]. The array gain for the average
mainlobe is higher for larger node density (i.e., larger number
of sensor nodes N in the cluster). The average beampattern
in the sidelobe region is 0 dBm and the mainlobe power at
the UAV direction is 10 log10(1/N) + 10 log10(N2) = 18.9,
28.9, and 38.9 dBm, which matches the values obtained in
Fig. 2, respectively. Alternatively, Fig. 4 shows the average
beampattern for fixed number of sensor nodes N = 50
and different node densities. In this case, the cluster radii
required to obtain a cluster of N = 50 sensor nodes are
40 m, 12.6 m, and 4 m, respectively. The average beampattern
in the mainlobe direction is the same for the three cases
10 log10(1/N) = 17 dBm. However, the 3dB beamwidth
φ3dB increases for smaller cluster radius as shown in the
figure and thus the distance ρa is found to be 7.75, 2.45, and



0.77 km, respectively. Fig. 5 shows the relation between the
cluster radius R and the distance to the UAV ρa for different
3dB arc-length L3dB. The radius controls the 3dB beamwidth
according to (21) and the number of sensor nodes in the
cluster through the cluster area. Specifically, increasing the
distance to the UAV results in more sensor nodes, hence lower
sidelobes, and smaller 3dB beamwidth. Now we consider the
effect of the FSPL on the received power. Using larger cluster
radius R increases the number of sensor nodes in each cluster
and hence the array gain. However, from Fig. 5, we see that
the distance between the UAV and the cluster ρa increases for
larger R and consequently the FSPL increases. Fig. 6 show
the effective path loss (difference between the array gain and
the FSPL (in dB)) versus the distance ρa for different sensor
node densities which is linear in log scale. The efficiency of
the CB increase with increasing the distance ρa and it is better
to have longer links between the sensor nodes and the UAV.
This is opposite to the case when only one sensor node is
transmitting to the UAV with no CB. There no array gain in
the case to compensate for the FSPL which increases with
distance.
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V. CONCLUSION

This paper proposed WSN-UAV surveillance system for
military remote monitoring and surveillance. We have showed
the feasibility of the location and tracking information of the
UAV obtained from TDOA multilatration based on the ADS-
B signals for the CB. Simulation results have shown that the
proposed system can accommodate the geolocalization errors
and UAV movement. CB is more suitable for long distance
transmissions than direct transmission.
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