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Abstract: The reliability of the ultrasonic phased array total focusing method (TFM) imaging of parts
with curved geometries depends on many factors, one being the probe standoff. Strong artifacts
and resolution loss are introduced by some surface profile and standoff combinations, making it
impossible to identify defects. This paper, therefore, introduces a probe standoff optimization method
(PSOM) to mitigate such effects. Based on a point spread function analysis, the PSOM algorithm
finds the standoff with the lowest main lobe width and side lobe level values. Validation experiments
were conducted and the TFM imaging performance compared with the PSOM predictions. The
experiments consisted of the inspection of concave and convex parts with amplitudes of 0, 5 and
15 λAl, at 12 standoffs varying from 20 to 130 mm. Three internal side-drilled holes at different depths
were used as targets. To investigate how the optimal probe standoff improves the TFM, two metrics
were used: the signal-to-artifact ratio (SAR) and the array performance indicator (API). The PSF
characteristics predicted by the PSOM agreed with the quality of TFM images. A considerable TFM
improvement was demonstrated at the optimal standoff calculated by the PSOM. The API of a convex
specimen’s TFM was minimized, and the SAR gained up to 13 dB, while the image of a concave
specimen gained up to 33 dB in SAR.

Keywords: TFM; PSF; phased array; ultrasound; standoff; curved surfaces

1. Introduction

Interest in the ultrasonic inspection of components with complex shapes is rising
rapidly. Research in phased array ultrasonic testing have shown that defects can be
identified even under curved surfaces [1–3]. This possibility explains the increased interest
in the technique among different industries, including aerospace and automotive. Since
their forgings, castings, composites, and more recently, their 3D printed metals [4], will
benefit greatly from a nondestructive inspection of their final and complex shape. An
example of the traditional handling can be seen in the case of some aerospace forgings,
where a sonic machining with a flat surface is required just for the ultrasonic inspection [5],
which increases the production cost. The complexity of predicting the ultrasound path
and coverage is among the difficulties that have traditionally discouraged the ultrasonic
inspection of forged parts with curved and variable profiles.

However, this complexity is mitigated with the phased arrays, since they allow the
control the beam profile and direction, along with a broad selection of post-processing tech-
niques [6]. Additionally, to handle the non-flat surface profiles, studies have successfully
demonstrated the possibility of using shaping sensing fibers [7], flexible array transduc-
ers [2,8,9], and even the use of ice as a coupling medium [10]. Still, water immersion along
with adaptive methods has been the preferred approach of the scientific community in
recent years. This approach enables an efficient imaging of the part and removes the need
for wedges customized to the surface shape [11,12]. Additionally, the adaptive ultrasonic
phased array inspection methods require no prior knowledge of the surface profile of
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the specimen under inspection [13,14]. On this approach, ultrasound transmission and
imaging strategies had their capabilities demonstrated in the literature: the use of plane
waves imaging methods [15,16], the real-time Dynamic Depth Full Focusing [17], the use of
Virtual Source Apertures [18] and the Total Focusing Method (TFM) [3]. All which can be
obtained through the post-processing of the Full Matrix Capture (FMC) [19]. Moreover, the
TFM is of special interest due to its status of gold standard in terms of image quality [20].
Nevertheless, the reliability of such inspections still demands further investigation. Strong
artifacts were observed in the images of some cases, probably caused by the influence of the
surface profile [5,12,21,22]. Even when using the surface-adapted total focusing method
(TFM), limitations were observed when imaging under sharp curvatures [21].

In a rather complex scenario, it is not only the part’s surface profile that will affect
the outcome of the ultrasonic inspection, but also, a combination of all the parameters
involved, such as the probe and material properties [23]. Hence, it is fundamental that
further works investigate how the aforementioned limitations and image artifacts arise
from these combinations of parameters (e.g., curved profiles, probe aperture, standoff, etc.).
Additionally, more importantly, investigations should be performed to determine how
these parameters can be designed to avoid errors in the inspection.

In this context, this paper demonstrates how the performance of the phased array
immersion inspection can be optimized based on the probe standoff, in combination with
the part surface profile and flaw depth. Hence, a Probe Standoff Optimization Method
(PSOM) is presented, which uses the point spread function (PSF) to calculate the best probe
standoff prior to inspection. Throughout the paper, the total focusing method implemented
through a dual-layer media has its resulting image quality verified and compared with the
PSOM predictions. The aim is to verify if the PSOM predictions agree with the results of
the experimental phased array imaging of parts with concave and convex top surfaces, as
well as to confirm how the optimization process improves the imaging performance.

2. Materials and Methods
2.1. Total Focusing Method Imaging

The total focusing method (TFM) is a delay-and-sum imaging algorithm that uses the
full matrix capture (FMC) data acquisition scheme. Delay functions allow us to synthetically
focus on every point of a region of interest inside the inspected part [19,24]. Figure 1
illustrates how the method is applied to the inspection of an immersed part having a
surface profile described by s(x).

Figure 1. Schematic of the total focusing method applied to an immersed part with s(x) top surface
profile. The waves travel from the emitter e to a pixel and then to the receiver r through the paths
which respect the Fermat’s principle. The same applies for a point reflector T(x,z), where paths d have
different refraction angles for each combination of e and r.

In this case, for probe elements e (emitter) and r (receiver), the target pixel I(x,z) in the
region of interest has an amplitude given by the A-scan S(e,r,t) of the FMC data at the time
advance t = te + tr. Here, te is equal to the ultrasonic wave time-of-flight from e to I(x,z) and
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tr is the time-of-flight from I(x,z) back to r. By summing all the combinations of elements
acting as emitter–receiver e and r, the pixel amplitude can be written as:

I(x, z) =

∣∣∣∣∣∑e
∑

r
S(e, r, te + tr)

∣∣∣∣∣ (1)

As there are two different wave propagation velocities c1 and c2 in each medium,
refraction occurs. Consequently, the wave path from the element to the pixel is represented
by two straight lines with distances d1 and d2 (or d3 and d4), as shown in Figure 1. Thus,
the time-of-flight can be written as:

te =
d1

c1
+

d2

c2
; tr =

d4

c1
+

d3

c2
(2)

te =

√
(xc − Xe)

2 + (s(xc))
2

c1
+

√
(x− xc)

2 + (z− s(xc))
2

c2
(3)

tr =

√
(xc − Xr)

2 + (s(xc))
2

c1
+

√
(x− xc)

2 + (z− s(xc))
2

c2
(4)

Nevertheless, to calculate the times-of-flight te and tr, the correct paths should be
selected based on the Fermat’s principle. In practice, this task consists of finding the
transmission point (xc, s(xc)), on the surface s(x), that yields a stationary time-of-flight:

dte

dxc
= 0;

dtr

dxc
= 0 (5)

Moreover, the calculation of the times-of-flight for each pixel-element pair can be done
only once since reciprocity is valid. That means that the time-of-flight from a pixel to an
element is the same when it acts as an emitter or as a receiver. Throughout the paper, the
surfaces were discretized using λwater/5 between samples, and a grid search method was
used to find, between all surface points, the one that satisfies the condition in Equation (5).

To image each specimen, an internal region of interest was discretized into a grid
of pixels. In each case, the grid of points was centered relative to the target center in the
x-direction. Finally, the spacing between each point on the grid, or the pixel resolution, was
set to 0.2 × 0.2 mm.

2.2. Probe Standoff Optimization Method

The reliability of the ultrasonic phased array total focusing method (TFM) imaging
of parts with curved geometries also depends on the probe standoff. This is because
some combinations of surface profile and standoff interfere in the phased array focusing
capacity. Therefore, strong artifacts arise and resolution is lost in the imaging process, to
the point that it is impossible to identify any defect indications with certainty. This paper,
therefore, introduces a probe standoff optimization method (PSOM) to avoid these poor
combinations. The main objective of the algorithm is to indicate the best probe standoff
for a given set of curved surface geometry, defect location, probe and material parameters.
Specifically, the algorithm improves the reliability of the imaging, ensuring the correct
selection of standoff prior to the inspection. Moreover, it also may be used to predict the
performance of the imaging. The imaging performance of an ultrasonic phased array may
be predicted by the calculation of its point spread function (PSF). The PSF measures the
array response to a point reflector [6]. This response is directly related to the phased array
imaging performance. In an immersion inspection, the PSF is dependent on the array
characteristics, media properties, interface shape and probe standoff. Therefore, the PSOM
algorithm uses PSF characteristics to estimate the probe standoff that yields the optimal
TFM image.
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Many researchers have developed complete and accurate methods for the simulation
of the array response, and hence the estimation of the PSF [6,25,26]. Based on these methods,
a simplified PSF calculation was conducted in the present study. Since the aim of the PSOM
is to find the best PSF of the TFM imaging using a single wave mode, a full simulation is
not needed. Moreover, this work applied a PSF calculation that takes advantage of the
outputs of the TFM described in Section 2.1. Thus, the pulse response of a point target T(x,z)
inside the part is estimated by shifting and modifying a tone-burst, by using the probe
parameters and the TFM outputs. This simplification results in a lower computational cost
while maintaining a valid estimate of the system’s PSF.

First, the probe parameters, surface profile s(x), materials, point target T(x,z) and
standoff must be defined. As shown in Figure 1, by applying the same TFM procedure
described in Section 2.1, the paths from e to T(x,z) and to r are found. Then, the PSF
estimation is based on the ray paths d1, d2, d3, d4, the angles θ1, θ2, θ3, θ4, and times-of-
flight te and tr. The times-of-flight te and tr are used to shift a Dirac’s delta function. This
delta function is then used to delay a tone-burst P[t] by a convolution operation:

P[t] ∗ δ[t + te + tr] = P[t + te + tr]. (6)

Throughout the paper, P[t] is a Hann windowed tone-burst with 4 cycles and centered
at 5 MHz. The convolution of P[t] yields the signal response estimate u(e,r,t) for this
element combination:

u(e, r, t) = P[t + te + tr] (7)

Now, it is necessary to account for the signal attenuation due to element directivity, the
divergence of the ultrasonic wave and the transmission loss due to impedance mismatch:

U(e, r, t) = u(e, r, t)·Ge·De·Te·Gr·Dr·Tr (8)

where Ge is the geometric attenuation, De is the element directivity and Te is the trans-
mission coefficient in the emission and Gr is the geometric attenuation, Dr is the element
directivity and Tr is the transmission coefficient in the reception [23], defined as:

Ge =
1√

d1 + d2
; Gr =

1√
d3 + d4

(9)

De = sin c
(

2vπ f
c1
· sin(θ1)

)
; Dr = sin c

(
2vπ f

c1
· sin(θ4)

)
(10)

Te =
2ρ2c2· cos(θ1)

ρ1c1· cos(θ2) + ρ2c2· cos(θ1)
; Tr =

2ρ1c1· cos(θ3)

ρ2c2· cos(θ4) + ρ1c1· cos(θ3)
(11)

Here, 2v is the length of the piezo element and f is the central frequency of the probe.
In addition, ρ1 and c1 are, respectively, the density and the longitudinal wave speed of the
first medium, ρ2 and c2 the density and the longitudinal wave speed of the second medium.

With this calculation done for all possible combinations of emitter e and receiver r,
the FMC due to the point target T(x,z) is estimated. Then, using the procedure described
in Section 2.1, the times-of-flight of the pixels around the target are calculated. By using
these values, U(e,r,t) is translated into a TFM image. The image intensity caused by a point
reflector is the PSF of the imaging system:

PSF(x, z) =

∣∣∣∣∣∑e
∑

r
U(e, r, te + tr)

∣∣∣∣∣ (12)

which is exemplified by Figure 2. Here, the power represents the image intensity at a
given (x,z) point. The maximum intensity is found at the exact point target position T(x,z).
Moreover, since the lateral resolution is the scope of this analysis, the PSF(x,z) can be
studied only at this z point, with it being reduced to PSF(x). In the PSF(x), as shown in
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Figure 2, the algorithm discriminates two important characteristics: the side lobe level
(SLL) and the main lobe width (MLW). The SLL is found by a peak search method which
looks for the highest value after the maximum in the PSF(x). On the other hand, the MLW
is found by the −6 dB drop method. The MLW is the distance xq–xp between two points,
where the PSF(x) is equal to the maximum subtracted by −6 dB:

PSF
(

xq
)
= PSF

(
xp
)
= Max− 6dB; MLW = xq − xp (13)

Figure 2. PSF example. The power represents the image intensity at a given point. PSF(x) is defined
at z, where the power is maximum. Main lobe width and side lobe levels are found as illustrated.

The reasoning behind the choice of these two parameters lies in the image formation.
The sharpness and precision of the TFM synthetic focus, which is ultimately the PSF, define
the TFM image quality. Since the image is a convolution of the real target and the PSF,
the MLW gives an estimate of the lateral resolution, while the SLL indicates the level of
aberrations in the image [27]. Hence, the PSOM algorithm searches for the best tradeoff
between the lateral resolution and the artifact level.

Now that the PSF calculation has been described, the flowchart of the algorithm is
presented in Figure 3. The first step of the PSOM is to define all input parameters for the
calculation. Then, having the standoff test range, the algorithm starts the PSF calculation at
a given standoff, which is varied at each iteration. With the TFM procedure, the times-of-
flight and path parameters are calculated. In the sequence, the FMC is estimated based
on these values and then translated into the image of the PSF(x,z). The peaks are found
and the SLL is calculated. The SLL is measured and verified to see if it is below the defined
threshold, (−20 dB here), which was verified as an acceptable image quality. If the SLL is
above the threshold, the standoff is varied. Otherwise, the MLW is measured. As such, the
algorithm does not waste time computing the MLW for poor image candidates. After the
last standoff is used in calculation, the algorithm chooses the standoff with the lower MLW
as the optimal probe standoff.

The algorithm was run for all experimental parameters described in the next section.

Figure 3. Flowchart of the Probe Standoff Optimization Method algorithm. A PSF(x) calculation and discrimination are
conducted to find the standoff with the best tradeoff between the lateral resolution and the artifact level.
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2.3. Experimental Analysis

Experiments were carried out to verify the validity of the PSOM. First, a set of sinu-
soidal surface profiles was defined for the machined aluminum specimens. The sinusoidal
shape was chosen to create a challenging variable wave incidence scenario, while main-
taining a generic approach. Figure 4 presents a schematic of the specimens with sinusoidal
top surfaces under immersion inspection. Here, the specimens were divided and named
according to their surface curvature. The surfaces of the concave ones are described by:

s∪(x) = h− a + a· cos
(πx

b

)
;
{

x| − b
2
≤ x ≤ b

2

}
(14)

additionally, the convex surfaces were written as:

s∩(x) = h + a− a· cos
(πx

b

)
;
{

x| − b
2
≤ x ≤ b

2

}
(15)

where h is the probe standoff or water path, a is the surface cosine amplitude and b is the
half-period of the cosine function, as shown in Figure 4.

Figure 4. Schematic of the sinusoidal concave and convex specimens inspected by immersion phased
array ultrasonic testing. The probe is centered relative to the surface. Three SDH are positioned
inside the specimens and are analyzed by the TFM sub-image shown.

The specimen parameters, cosine amplitude a, half-period b, thickness l and probe
standoff range h, are presented in Table 1. A flat surface was manufactured for the bench-
mark imaging, with two pairs of concave and convex surfaces to represent a weak and a
strong curvature sharpness relative to the probe aperture. A set of cosine amplitudes a was
chosen for this study, varying from zero λAl, representing a flat surface, to 15 λAl. Differ-
ent curvatures enabled the analysis of how combinations of surface curvature and probe
standoffs influence the inspection. The materials selected were water, for the immersion
medium, and aluminum, for the specimen. The longitudinal wave velocity of the water c1
and of the aluminum c2 are written in Table 2, along with the material’s respective densities
ρ1 and ρ2. Here, λAl is the wavelength in the specimen material at the center frequency
chosen for the inspection (5 MHz).
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Table 1. Specimen surface curvature parameters and probe standoffs.

Specimen Surface a (λAl) b (mm) l (mm) h (mm)

Cx15 Convex s∩(x) 15 60
Cx5 Convex s∩(x) 5 38.4
F0 Flat s−(x) 0 62 60 {20, 30, . . . , 130}

Cc5 Concave s∪(x) 5 38.4
Cc15 Concave s∪(x) 15 60

Table 2. Probe and material parameters.

Aperture A (mm) Frequency f (MHz) Pitch (mm) 2v (mm)

38.4 5 0.6 0.55

λAl (mm) Elevation (mm) Bandwidth Element Count

1.27 10 83% 64

c1 (m/s) ρ1 (g/cm3) c2 (m/s) ρ2 (g/cm3)

1480 1 6470 2.77

With the surface profiles defined, the variation range of the probe standoff h was
chosen. As shown in Table 1, h was varied, ranging between 20 and 130 mm, with a 10 mm
step. Both the phased array probe and the specimen were centered relative to the origin O,
as shown in Figure 4. It can be noted that h is defined as the distance in z from the center
point of the transducer to the center of the surface profile. This ensured approximately the
same propagation distance from the probe to the subsurface flaws for both concave and
convex specimens.

In this study, the side-drilled holes were positioned within the specimens according
to the schematics presented in Figure 4. Three side-drilled holes (SDH) with a diameter
of 1 mm were selected as the inspection targets. The size of the flaws was designed to be
smaller than λAl at 5 MHz, but still above the theoretical sizing limit of a half-wavelength.
In addition, different defect depths, ranging from 10 to 70 mm, were designed to evaluate
the effect of the surface shape on penetration loss. Finally, the defects were laterally offset
by 1 mm between one another to avoid shadowing.

As can be seen in Figure 5, the experimental setup comprised a Verasonics Vantage
64 LE array controller and a 64-element 5 MHz Olympus 5L64I phased array probe. The
parameters of the latter are shown in Table 2. For each specimen, the setup was assembled
using 3D-printed plastic holders and an aluminum plate with holes. This setup worked
as a standard to fasten both the specimen and the phased array transducer in the correct
centered positions and h range.

Figure 5. Schematic of the experimental setup used to validate the optimization calculations. The
setup was assembled using 3D-printed plastic holders.
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With the assembled setup immersed in a water tank, FMC were acquired for all probe
standoffs h. The standoff was increased by changing the position of the specimen’s holder
to a lower hole on the aluminum plate, as shown in Figure 5. A 25-volt four-cycle Hann
windowed burst centered at 5 MHz was used as the input signal. Acquisition was done at a
sampling frequency of 62.5 MHz and 30 averages were performed. In addition, a bandpass
filter with cut-off frequencies of 3 and 7 MHz was applied to the resulting time traces. All
the FMC data was extracted and post-processed on an TFM algorithm written in Matlab®.

Data Post-Processing and Metrics

The FMC data was post-processed using the total focusing method (TFM) procedure
described in Section 2.1. In this case, the image reconstruction using the TFM accounted for
the known surface profiles and did not require their prior identification. This assumption
was made because this work aims to investigate the isolated effect of the surface profile
and the probe standoff on imaging.

A quantitative analysis of the TFM images was then carried out, with a separate
analysis conducted for each SDH, as in in Figure 4. Two metrics were selected to evaluate
the images: the signal-to-artifact ratio (SAR) and the array performance indicator (API) [19].

The TFM images were generated using the longitudinal mode and accounting only
for direct paths. Hence, the reflection coming from the top face of the side-drilled holes is
the stronger indication expected in the images.

However, due to the curvatures on the surfaces, a loss of coherence and focusing
capacity may occur, thus creating image aberrations and making it hard to identify defects.
For this reason, the SAR was introduced as a metric to measure the level of these image
artifacts, accounting for changes in the reflector amplitude relative to the level of aberrations.
For each reflector, the sub-image area was divided into two regions, one containing the
signal and the other, the possible surrounding artifacts, as shown in Figure 4.

This region was selected large enough to contain the echoes from the longitudinal
waves reflecting on the top or internal surfaces of the SDH and possible creep waves.
The maximum amplitude value Imax in the signal region represents the signal on the SAR
calculation in Equation (16). Consequently, the remaining pixels in the sub-image area
represent the control region for the level of artifacts, as shown by the hatched region in
Figure 4. These pixels have an intensity Iartifacts. In the experiments, random and structural
noises are present, which reduces the SAR. The SAR was calculated by taking the Imax and
dividing it by the root mean square of Iartifacts. This ratio was put on a decibel scale to yield
the SAR:

SAR = 20 log10

 Imax√
< I2

artifacts >

 (16)

On the other hand, the API was chosen to evaluate how the lateral resolving capacity
of the imaging system would be affected by the combination of inspection parameters. The
pixels (I−6dB), with intensities equal to the maximum and up to 6 dB below the maximum
intensity (Imax − 6 dB ≤ I−6dB ≤ Imax), were considered as the area A−6dB of the reflector
in the image. Hence, the number of pixels within this range multiplied by the image
resolution of 0.2 × 0.2 mm yielded the area size A−6dB. The API was calculated for each
sub-image using Equation (17). For each case, the ratio between the area (A−6dB) and the
square of the wavelength (λ2

Aluminum) was calculated:

API =
A−6dB

λ2
Al

(17)

3. PSOM and Experimental Results

First, some numerical predictions are presented through the PSFs generated using the
PSOM. Figure 6 contain the PSF comparison between different surfaces and standoffs for
the SDH positioned 10 mm deep into the parts. It is shown how the PSF behaves in the two
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extremes of the range, h = 20 and 130 mm, for the F0 specimen in Figure 6a and for the Cx15
specimen in Figure 6b. Additionally, in Figure 6c, the PSF is shown for the Cc15 specimen
at h = 40 and at 100 mm standoffs to illustrate a poor and a high imaging performance.

Figure 6. PSF(x) calculated for a target positioned 10 mm deep inside the parts: (a) Flat specimen F0 at two probe standoffs
h = 20 and 130 mm; (b) Convex specimen Cx15 at two probe standoffs h = 20 and 130 mm; (c) Concave specimen Cc15 at
two probe standoffs h = 40 and 100 mm.

Little variation is observed in Figure 6a for the F0 specimen, with a slight increase in
MLW and reduction in SLL. However, since the SLL is below −20 dB, no imaging artifacts
will appear in the imaging. On the other hand, the Cx15 specimen, Figure 6b, presents
a large MLW increase over the same range. While the performance is comparable to the
F0 benchmark at h = 20 mm, the loss of lateral resolution is latent at the 130 mm standoff.
Finally, the Cc15 in Figure 6c presents a different behavior. At the 40 mm standoff, the SLL
is as high as −9 dB, which indicates a very poor focus. Consequently, it is expected that the
image of a reflector would be greatly compromised by artifacts. Meanwhile, at h = 100 mm,
the SLL drops to −22 dB, indicating a much better focus definition.

In the following, the SLL and MLW are plotted as a function of all probe standoffs h,
respectively, in Figure 7a,b, Figure 8a,b and Figure 9a,b. Although the algorithm does not
compute the MLW below the −20 dB threshold, it is still presented as a way of verifying
the agreement between the PSF and the experimental TFM images. Figure 7 contains the
results for the SDH positioned at 10 mm inside the part, while Figures 8 and 9 contain the
results for the 40 and 70 mm deep SDHs. A dotted line is used to show the SLL threshold
at −20 dB in all SLL plotting. In all the graphs, the results are overlayed for all specimens
tested as in Table 1, as follows: Concave (Cc5 and Cc15), Convex (Cx5 and Cx15) and Flat
(F0). Finally, the numbers I (Cx15), II (Cx5), III (Cc5) and IV (Cc15) are used to indicate the
values of SLL and MLW of the optimal probe standoff selected by the PSOM. The PSOM
algorithm run time on Matlab® 2021a for each combination of flaw position and surface
profile was approximately 400 s, considering 12 different probe standoffs. The setup used
for these computations had 32 Gb of RAM and an Intel® Core™ i7-8086k CPU @4.00GHz.

To verify these predictions, the results of the validation experiments are also presented
in Figures 7c, 8c and 9c, where the TFM images of the side-drilled holes are composed
into matrices. In these TFM matrices, the top surface shape, referenced by the specimen
number in Table 1, is identified in the vertical axis and the probe standoff h varies along
the horizontal axis. In addition, the TFM images of a specimen with a flat top surface
are plotted on the middle line, to serve as the image quality standard. The black circles
in the middle of each image represent the real side-drilled hole position and size. Again,
each matrix, from Figures 7–9 refers to each defect depth studied. Consistently, the same
numbers I, II, III and IV refer to the optimal probe standoff in the TFM image grid. It is
important to mention that the probe standoff h = 20 mm was suppressed for the defects at
70 mm, due to the interference of the front-wall reflections.
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The quality of the qualitative TFM images shown is described by the graphs presented
in Figure 7d,e, Figure 8d,e and Figure 9d,e. The SAR and the API are presented as a
function of the probe standoff h for the Concave (Cc5 and Cc15), Convex (Cx5 and Cx15)
and Flat (F0) top surfaces studied. The SAR is plotted in Figures 7d, 8d and 9d. Similarly,
Figures 7e, 8e and 9e show the API. Again, the optimal probe standoff values of SAR and
API are indicated by the numbers I, II, III and IV.

Figure 7. PSOM and experimental results from the SDH at 10 mm depth inside each specimen: (a) SLL obtained from PSF(x)
at each standoff h; (b) MLW vs. h; (c) TFM images at different probe standoffs h in each of the five specimens; (d) SAR vs.
standoff; (e) API vs. standoff. The numbers I, II, III and IV indicate the optimal probe standoffs selected by the PSOM.
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Figure 8. PSOM and experimental results from the SDH at 40 mm depth inside each specimen: (a) SLL obtained from PSF(x)
at each standoff h; (b) MLW vs. h; (c) TFM images at different probe standoffs h in each of the five specimens; (d) SAR vs.
standoff; (e) API vs. standoff. The numbers I, II, III and IV indicate the optimal probe standoffs selected by the PSOM.
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Figure 9. PSOM and experimental results from the SDH at 70 mm depth inside each specimen: (a) SLL obtained from PSF(x)
at each standoff h; (b) MLW vs. h; (c) TFM images at different probe standoffs h in each of the five specimens; (d) SAR vs.
standoff; (e) API vs. standoff. The numbers I, II, III and IV indicate the optimal probe standoffs selected by the PSOM.

A good agreement is observed as the behavior predicted by the PSF(x) estimation
is repeated in the experiments. In each case, from Figures 7–9, the TFM images of the
flat benchmark F0, and their SARs and APIs, are practically constant for most standoffs h
analyzed. Meanwhile, the convex and concave cases each present a different behavior as a
function of the change of the probe position relative to the surface.



Sensors 2021, 21, 6665 13 of 16

Analyzing the images from defects under the Cx5 and Cx15 surfaces in Figure 7c,
Figure 8c and Figure 9c, the area of pixels with intensities between 0 and −6 dB (A−6dB)
gets larger as the standoff h increases. Quantitatively, the graphs in Figure 7d,e, Figure 8d,e
and Figure 9d,e demonstrate a consistent SAR drop and an API increase as a function of
an increase in the standoff h, for all defect depths, in the case of convex top surfaces. This
confirms the PSF(x) trends of MLW increasing with h. Therefore, the PSOM indicates the
minimum standoff in all convex cases, where SLL is below the threshold and the MLW is
minimized. At the standoffs I and II, the SAR is maximum, and the API is minimum.

Furthermore, the images generated below the Cc5 and Cc15 profiles, presented in
Figures 7c, 8c and 9c, show a different behavior. The TFM images are full of reconstruc-
tion artifacts at certain probe standoffs h. At these probe positions, it becomes impossi-
ble to identify the presence of the reflector inside the specimen. The SLL verified from
Figures 7a, 8b and 9a agree with the TFM results, being above the threshold for all these
standoffs. Hence, the PSOM discarded these standoffs, and based on the minimum MLW,
selected the optimal standoffs III and IV in all defect depths. At the optimal points III and
IV, the SAR and the API have values consistent with the tradeoff between the resolution
and artifact level. In some cases, the maximum SAR occurs for an also high API, and,
therefore, a lower resolution is chosen while keeping the artifact level in the image low.

Finally, the images presented in Figure 10a–c present a comparison to verify the overall
performance of the PSOM for the three side drilled holes. In these TFM images, the surface
profile reconstructed through the imaging process is shown for reference. The amplitude of
all three images was normalized by the front wall amplitude in Figure 10c, which contains
the image of the flat specimen benchmark F0. In all Figure 10a–c, the black circles represent
the real size and positions of the SDHs. Figure 10a contains the TFM image of the concave
specimen Cc15 at the probe standoff h = 40 mm. Additionally, in Figure 10a, strong artifacts
are present blurring the image, which makes it impossible to identify any indications
of the internal flaws. However, in Figure 10b, the TFM of the same specimen Cc15 was
reconstructed using the PSOM for each flaw. When using the PSOM, all three flaws have
their indications resolved in the image, similarly to what is observed in the flat benchmark
in Figure 10c. This illustrates the relevance of the algorithm and the design of the optimal
probe standoff. The flaw resolving capacity of the TFM applied to curved specimens is
directly related to the optimization process proposed.

Figure 10. TFM image of the three side drilled holes and the specimens’ surfaces: (a) Concave
specimen Cc15 at the probe standoff h = 40 mm; (b) Concave specimen Cc15 with the PSOM applied
to each flaw; (c) Benchmark flat specimen F0 at the probe standoff h = 40 mm.
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4. Discussion

The explanation behind the results obtained resides in the nature of the TFM. This
imaging method is a synthetic focusing procedure that beamforms the FMC signal into
fully focused images. This means the phased array is delayed to focus on every point in a
region of interest. Thus, the image quality depends on the physical capacity of the array to
generate a focus inside the specimen. In an immersion setup, this focus will be influenced
by the curvature of the interface and its distance from the probe. In the case of curved
surfaces, the interface will act as a lens, changing the focus shape. Moreover, even though
the algorithm forces the focusing to occur on a given point, physically, the directivity of
the probe elements limits the capacity of the array to generate a sharp focus. Ultimately,
to focus on a given point, the waves will sometimes travel through paths with angles of
refraction that are in directions of low emission/reception power on the probe. That is
exactly what the PSOM ultimately accounts for: the effect of varying the wave paths and
angles of refraction on the focus capacity. The imaging quality will be determined by the
SLL levels and the resolution by the MLW. The optimization algorithm selects the standoff
that generates a focus with a low SLL and minimizes the MLW, and these two parameters
are directly related to the image quality metrics, API and SAR. The SLL indicates the level
of lateral lobes in the focus that cause artifacts, and finally, the level of SAR, while the MLW
indicates the resolution of the focus for a single point, and, therefore, is directly related to
the API in the TFM images.

The latter is confirmed by the results, which show that the imaging performance
strongly depends on the top surface curvature, the defect position, and most importantly,
the probe standoff. In each case, from Figures 7–9, the TFM images of the flat benchmark,
as well as their SARs and APIs, present negligible variations when compared to the images
of curved parts.

The present study demonstrated that the TFM imaging of defects inside concave
parts Cc5 and Cc15 achieves a better performance at an optimal probe standoff h. This
can be found prior to the inspection using the presented PSOM. In the case of Figure 7,
at the optimal h indicated by IV, the image SAR gained 33 dB when compared to a poor
standoff. If the PSOM is not applied, the strong image artifacts that occur at some standoffs
and concave surface curvature combinations will make it impossible to identify defects.
Additionally, the best tradeoff between the resolution and image quality was obtained
using the proposed method. This means that the optimal standoff presented the maximum
SAR at the cost of a slightly increased API. After the optimal standoff, the API has an
ascending tendency while the SAR values drop. It is important to note that depending on
the application, the standoff selection criteria may be modified, favoring lateral resolution
for cases with close defects or favoring SAR for highly attenuating materials.

Additionally, from the results, it is verified that the TFM images of convex Cx5 and
Cx15 specimens lose performance as the standoff is increased. This agrees with the PSF
prediction, where the MLW demonstrates how the focal point loses lateral resolution with
an increase in the standoff. Hence, the PSOM indicates the standoff with the minimum
MLW for all convex cases, since the SLL was lower than the threshold. For example, in
Figure 9, the optimal standoff I presents an API slightly above 4, which is higher than the
benchmark of 2, showing the influence of the curvature on the loss of resolution. Still, if a
standoff of 130 mm is used, the Cx15 will have a drop in resolution of about 11 API. Finally,
Figure 10a–c illustrated the relevance of the algorithm and the importance of designing the
optimal probe standoff. Without the PSOM, the flaw identification reliability of the TFM
on curved specimens becomes compromised.

5. Conclusions

This study demonstrated how the performance of the phased array immersion in-
spection could be optimized based on the probe standoff, using an optimization method
(PSOM). The PSOM capacity to calculate the best probe standoff was verified through the
good agreement between its predictions and the results of the experimental phased array
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imaging of parts with concave and convex top surfaces. The results confirmed that the
optimization process greatly improves the imaging performance of curved parts.

The TFM imaging of defects inside concave and convex sinusoidal parts achieved
a better performance at an optimal probe standoff h. In the case of concave parts, the
PSOM ensured the selection of an optimal standoff, which avoids the appearance of strong
artifacts while keeping a good lateral resolution. In the case of convex parts, a simpler
scenario was found by the PSOM, where the best standoff was the minimum without
front-wall second reflections.

Nevertheless, it must be noted that the ultrasound penetration and performance suffer
due to the surface profile, and that the inspection depth and image quality are reduced
accordingly. Future work must focus on the calibration issues caused by the curved surface
because of the variability of the imaging performance. For example, the algorithm may
be used as a fast tool to predict the resolution based on the surface profile. In addition,
this work analyzed convex and concave surfaces separately. However, in real applications,
it is common to find complex surfaces formed of combinations of concave and convex
curvatures. Therefore, future works should investigate the validity of the PSOM algorithm
for such surfaces.
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