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Abstract: The aircraft ground deicing (AGD) process is a mandatory step before taking off in a cold
climate. The development of CFD (computational fluid dynamics) tools to simulate AGD could help
the industry reduce its costs and limit pollution. Previous works have modelled some parts of the
AGD process. Building on these previous works, this paper presents a three-dimensional (3D) CFD
algorithm to simulate the process in full scale. The algorithm comprises a multi-region model where
a Lagrangian method solves the spray particle equations, and an enthalpy–porosity approach with
an Eulerian method simulates the ice melting. The multi-region approach is verified in this paper
through a spray-tip penetration (STP) test. The STP predicted using the multi-region model had 99%
agreement with the STP predicted using a Lagrangian method. Therefore, the multi-region technique
correctly modeled the particle momentum between the two regions. This paper also presents a
numerical calibration of the permeability coefficient for the extended enthalpy–porosity technique
in the context of AGD. The numerical calibration of the permeability coefficient will enable future
parametric studies of the AGD process.

Keywords: aircraft ground deicing (AGD); multi-region model; particulate two-phase flows; spraying
parameters; spray tip penetration (STP); extended enthalpy–porosity technique

1. Introduction

Pilots decide to apply ground deicing or anti-icing treatments before take-off on any
civil aircraft, if they expect to operate under suspected or known ground ice conditions [1].
Figure 1 presents a scheme of the typical ground deicing process. An operator directs a
preheated aircraft deicing fluid (ADF) spray to the contaminated surface. The ice melts and
a liquid film, composed of ADF and water, flows over the surface and lands on the tarmac.
This operation adds a noticeable cost to flights in winter. Recently, research efforts have
focused on improving the deicing process. Process guidelines are suggested in [2,3] based
on technical and manufacturer reports, guidance materials and standards, technological
patents, and procedures. Most of the guidelines are empirical and not mandatory. However,
an audit before take-off guarantees process quality. To improve the process, [4,5] propose a
numerical optimization through heat balance analysis. Their model links the ice thickness
and the weather with the ADF flow rate and the process time, and offers a potential
reduction of up to 20% of consumed ADF volumes.

A CFD-based test bench of the AGD process could also lead to process improvement.
The test bench goal was to study the influence of different parameters, including the spray
inclination angle and the flow rate, on the total process time and the required ADF volumes.
The test bench involved modeling a dispersed multiphase flow with heat transfer and
phase change. To develop the test bench, initial research efforts studied the convective heat
transfer between an ADF spray and a surface using the volume-of-fluid (VOF) method [6].
The spray dispersion was omitted in this study. Previous research [7] included replacing
the VOF method with a Lagrangian drop in Eulerian fluid (LDEF) method, taking into
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account the dispersion of the droplets. The model demonstrated a comparable precision of
85% and a lower computation cost.

Figure 1. Representative scheme of the ground deicing process.

A previous CFD study [8] was the first to model ice melting with an ADF spray. The
study coupled an Eulerian drop in an Eulerian fluid (EDEF) method with an extended
version of the enthalpy–porosity technique to simulate the ice melting. Figure 2 presents a
typical computational domain for the problem. In the first region, an Eulerian–Lagrangian
approach models the multiphase flow of the liquid spray. An EDEF approach models the
spray impingement on the ice in the relatively thin second region. Reference [8] validated
only the Eulerian region and calibrated the enthalpy–porosity technique in two dimensions.
The present work proposes a multi-region model solving simultaneously the two regions
and verifies the momentum transfer between the two regions in 3D.

Figure 2. Typical computational domain for the proposed methodology [8].
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The EDEF and the LDEF approaches were compared [9]; the authors found similar re-
sults for a pipe flow and a separated flow (sudden pipe expansions). Both approaches have
their advantages. The LDEF approach is recommended for poly-dispersed distributions. It
makes the best prediction for flows with high particle velocity gradients. It reduces particle
discretization errors, even if the simulation uses a coarse grid for the fluid phase. These
characteristics are associated with the AGD problem and an LDEF approach is favored.
Additionally, in the AGD problem, the spray must interact with a liquid film. The addition
of a film model to a Lagrangian spray solver requires a dynamic mesh to follow the ice
interface. The EDEF approach avoids the need for a dynamic mesh in the ice’s vicinity. The
literature review [10] corroborates previous [9] results, adding that the LDEF is superior
for mass transfer between phases, such as evaporation.

Another study [11] compared the two approaches for spray simulations, and confirmed
the superiority of LDEF for the poly-dispersal feature of the spray topology. The literature
review [12] confirmed that LDEF is better than EDEF for poly-dispersed flows and for
interphase quantity transfer. Reference [13] compared the two approaches for predicting
the free diffusion motion. The LDEF approach demonstrated better results for dispersed
particles with low volume fraction. Reference [14] compared the two approaches for
prediction of particle deposition in turbulent flows. The two methods demonstrated
comparable results for particles with a diameter greater than 16 µm. However, EDEF had
less computational cost.

Based on those studies, the present work used the LDEF approach to compute the spray
drops’ travel from the nozzle to a near-ice vicinity. This ensured a reasonable computing
cost. From this near-ice boundary, the Lagrangian drops were converted to Eulerian drops.
The droplet paths from the near-ice to the ice boundary were computed with the EDEF
approach. From the near-ice boundary, the impingement and the ice melting create a higher
void fraction. This article presents a multi-region solver intended to simulate the AGD
process. It develops and verifies a numerical method to combine the two solvers used
in [7,8]. The solvers are based on the open-source CFD toolbox OpenFOAM-V6.

The mathematical model and numerical method are presented in Sections 2 and 3.
Section 4 shows the verification and a validation (V&V) of the momentum transfer between
the LDEF and EDEF regions. The same section includes a technical review to determine the
spray injection parameters. Finally, a 3D calibration of the permeability coefficient for the
extended enthalpy–porosity technique is presented.

2. Mathematical Model

To achieve the AGD process model, a multi-region solver was built. Previous works [7,8]
have demonstrated the mathematical models and numerical methods for the LDEF and
EDEF regions. The governing equations are presented in Appendix A. This section of the
current paper attends to the mapped boundary between the two regions. Figure 3 summa-
rizes the entire model. The LDEF region, presented in blue, is composed of Lagrangian and
Eulerian fields. In this region, the two phases exchange momentum, energy, and species.
These exchanges occur through drag, heat transfer, and evaporation. Eulerian fields are
converted into a continuous phase at the mapped boundary, and Lagrangian fields are
converted into a dispersed phase. This conversion is based on mass, momentum, and
energy conservation.

In the LDEF regions, droplets dispersed in a gaseous phase simulate the liquid spray.
The liquid droplets are modeled by a Lagrangian cloud of particles. An Eulerian field
models the gaseous phase. The mapped boundary links the LDEF region to the EDEF region;
the mapped boundary converts the Lagrangian particles into Eulerian particles. Figure 4
explains the conversion methodology. The LDEF boundary cell (on the left) may contain
several Lagrangian particles at the same time. Those particles may travel the mapped
boundary together at the same time step. Each particle is characterized by a different mass,
velocity, and temperature. Traveling the boundary should result in the equivalent Eulerian
field values assuring mass, momentum, and internal energy conservations.
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Figure 3. Physical phenomena linking the LDEF and EDEF region’s objects.

Figure 4. Lagrangian fields conversion methodology.

The total mass is simply the sum of all particle masses. The resulting mass is then
converted to a void fraction using the cell volume. For each cell, Equation (1) converts the
particle volumes into a void-fraction:

αliquid =
∑particles Vparticles

Vcell
(1)

where V and α designate volumes and void-fractions. As a cell in the LDEF region may
contain multiple particles, particle volumes are clustered together.
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The velocity is deduced using Equation (2) from the momentum conservation. The
total momentum is the sum of all particle’s momentum mparticle·Uparticle:

Uliquid =
∑particles mparticle·Uparticle

∑particles mparticle
(2)

The temperature is deduced using Equation (3) from the internal energy conservation.
The total internal energy is the sum of all particle’s internal energy mparticles·Cp·Tparticle:

Tliquid =
∑particles mparticle·Cp·Tparticle

∑particles mparticle·Cp
(3)

where U, T, m, and Cp designate the velocity, the temperature, the mass, and the heat
capacity. These two equations ensure the conservation of momentum and internal energies
between the LDEF and EDEF regions.

In the EDEF region, presented in green, the two phases exchanged mass, momentum,
and energy via virtual mass, drag, and heat transfer. Droplet evaporation was omitted
in the EDEF region since this region was relatively thin compared to the LDEF. The flow
decelerated due to the impingement, and the liquid cooled due to the heat transfer with ice.

3. Numerical Method

A new multi-region solver AGDFoam was implemented in OpenFOAM-V6. The
solver follows the same algorithm as the native solver chtMultiRegionFoam [15]. The
native solver simulates the heat transfer between a gaseous region and a solid region; this
work maintained the overall structure of the solver. This structure handles the creation of
a split-mesh morphology, enabling the definition of multiple regions linked by mapped
boundaries. The algorithm section responsible for field definition and the governing
equation was edited following the native solver (sprayFoam) for the LDEF region and the
(AGDEulerFoam) solver developed in [8] for the EDEF region. The main contributions
presented here consist of the following:

i. Implementing the LDEF and EDEF equations presented in [7,8] in a multi-region solver.
ii. Creating a source file to map the data between the two regions using Equations (1)–(3).

Figure 5 summarizes the inner steps carried out at each time loop. At the beginning of
the loop (blue blocks), the time steps for both regions are computed based on the maximum
allowed CFL numbers (∆t Σuxi /∆xi) set at the pre-processing phase.

Next, the algorithm sets the smaller time step for both regions. The LDEF step (red
blocks) comprises solving Lagrangian and Eulerian equations.

The particle number is updated at each time step n, according to Equation (4). The
update adds to the old particle number the newly injected particles and subtracts the
particles absorbed by the EDEF region and particles which exit the computational domain:

Pn = Pn−1 + Pinj,n − Pabs,n − Pesc (4)

where P refers to the particles’ numbers, the indexes inj, abs, and esc refer to the injected,
absorbed, and escaped particles, respectively.

The number of injected particles is computed following a pre-set flow rate and the
particle diameter distribution. OpenFOAM provides several options for those two param-
eters. However, reference [7] validated the LDEF model for a constant flow-rate with a
Rosin–Rammler distribution [16].

The conservation equations are solved using the PIMPLE algorithm of OpenFOAM [17].
Within one time-step, the algorithm searches for a steady-state solution with under-relaxation,
then advances in time. The explicit parts of the equations are solved with three outer
correction loops. After reaching a defined tolerance criterion of 10−6 within the steady-state
calculation, the algorithm leaves the outer correction loop and advances in time.
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Figure 5. Global steps carried out at each time loop.

The Lagrangian equations are analytically solved outside the pimple loop. Particles
(or droplets) with identical properties, such as diameter and velocity, are associated in the
same numerical parcels. Parcels are treated as point masses with no volume. Positions and
velocities are updated at each time step, based on the momentum equation. Refinement is
achieved by increasing the spray parcel rates. An increase in spray parcel rate diminishes
the particle number represented by a single parcel, and augments the variety of particles.
Further information about the Lagrangian equations can be found in [18]. The pimple loop
encompasses the Eulerian equations for the LDEF region, the mapping equations, and the
EDEF equations for both phases. Finally, the numerical schemes and algorithm controls
presented in [7,8] are used.

4. Verifications and Calibration

The LDEF and EDEF equations have been validated in previous works ([7,8]). The
verifications and calibration tests of the present article serve to:

i. Verify the grid- and the parcel-rate-induced errors for the Lagrangian model. This veri-
fication serves to set an adequate mesh and parcel rate for the LDEF region and to gen-
erate reference data to assess momentum conservation for the multi-region approach.

ii. Verify the STP predicted using the multi-region approach compared with the STP
predicted using the Lagrangian approach. This test aims to verify the momentum
transfer between the two regions.

iii. Calibrate the permeability coefficient of the extended enthalpy–porosity technique
according to the methodology suggested in [19].

4.1. Spray Tip Penetration (STP) Test Case
4.1.1. Injection Parameters

OpenFOAM’s Lagrangian framework injects particle spray without solving the flow
inside the nozzle. The injected particle spray is characterized by a nozzle diameter, a flow
rate, a particle size distribution, a spray pattern, a parcel rate, and an injection pressure. The
inlet particle velocity is computed from the injection pressure and the ambient pressure.

Previous work [7] validated spray-tip penetration for a fuel spray against the ex-
perimental results of [20]. Unfortunately, ADF sprays have not been experimentally in-
vestigated in the literature. Therefore, the validation of the OpenFOAM’s Lagrangian
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framework in the context of ADF sprays is not yet possible. The main differences between
the injection parameters for fuel and ADF sprays are summarized in Table 1.

Table 1. Differences between the injection parameters of fuel and ADF sprays.

Parameters Fuel Sprays [20] ADF Sprays

Injection pressure 120–200 bar 6 bar

Chamber pressure 1–12 bar 1 bar

Droplet mean diameter 15–25 µm 1–2 mm

Fluid viscosity 0.78 cSt 1 cSt

Fluid density 692 kg/m3 1113 kg/m3

Surface tension 0.0188 N/m 0.05 N/m

The principal difference comes from the higher injection pressure and the smaller
droplets’ diameter in the case of fuel sprays. This leads to greater dispersion of the fuel
injection spray.

The momentum conservation for the multi-region model was verified with realistic
injection conditions. The SAE AS6285 [21] states that ADF injection pressure varies from
one aircraft to another and from one aircraft part to another. However, the standardized
international aircraft ground deicing program (SIAGDP) [22] suggests that equipment with
50–275 L/min flow rate at a pre-nozzle discharge pressure of 650 kPa is suitable for any
deicing task.

The nozzle BER-HT150 has a diameter of 38.1 mm [23] and is approved by the SAE
G-12 committee. The SAE G-12 committee serves as the focal point for all ground de-icing
related activities within SAE. The nozzle’s manufacturer also specializes in designing
firefighting nozzles; given the lack of experimental data for ADF spray, it is interesting to
build an analogy between ADF sprays and firefighting sprays. Reference [24] validated a
Lagrangian model for firefighting sprays. The spray parameters are similar to ADF spray
parameters; an injection pressure of 600 kPa with a nozzle diameter of 30 mm. However,
the flow rate is higher (1251 L/min). Reference [24] used same size distribution (Rosin–
Rammler) with three mean diameters, 0.5 mm, 1 mm, and 2 mm, and a 12-degree spray
pattern. The SIAGDP [22] suggest using the largest droplet size to retain maximum heat in
the ADF. Hence, the highest mean diameter presented in [24] was used. The computations
were made using a Rosin–Rammler distribution of the droplet’s diameter between 1 mm
and 3 mm, with a mean value of 2 mm, see Figure 6. Data were acquired by post-processing
29,502 parcels. The imposed probability distribution function (PDF) was scaled and is
presented (by a red curve) on the same figure.

Figure 6. Histogram and scaled PDF of the Rosin–Rammler distribution.
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Table 2 summarizes the injection parameters used in this test. In the following, the
reference data were generated by grid and parcel-rate sensibility tests. Then, the precision
of the multi-region approach was assessed through comparison with the reference data.

Table 2. Injection parameters.

Spray Parameters Values

Nozzle diameter (D) 38.1 mm

Injection pressure 600 kPa

Flow rate 200 L/min

Mean droplet diameter 2.0 mm

Spray pattern 12◦

Temperature 333.15 K

4.1.2. Computational Domain and Mesh

Figure 7 presents the computational domain for the STP test. The domain consisted
of a cylinder with a length of 30 D. The space between the nozzle tip and the boundaries
was 3.0 D to avoid particle interactions with the boundary conditions at the injection. The
spray-tip penetration was tracked along 27 D, around 1.0 m. This spraying distance is
typical of the AGD process [21].

Figure 7. Computational domain of the Lagrangian test case.

A domain diameter of 13 D ensured that spray droplets exited the cylindrical domain
only through its base. The liquid spray evolved in the air (identified as “internal field” on
the figure). The spray direction was at a 45◦ angle with gravity. To generate independent
reference data from cell size and parcel size, twenty computations were performed using
four meshes (presented in Table 3) and five parcel rates (103, 104, 105, 106, 107).

Table 3. Reference Data Grids.

Meshes nR nθ nZ Number of Cells

Mesh1 Coarse 13 16 60 12,480

Mesh2 Medium 20 24 90 43,200

Mesh3 Fine 30 36 135 145,800

Mesh4 Extra-Fine 45 60 200 540,000
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Figure 8 presents a 25% grid section (axis length of 7.0 D). The grid was parametrized
through three variables: the number of cells in the radius direction (nR), the number of
cells in the angular direction (nθ), and the number of cells in the axis direction (nZ).

Figure 8. Typical mesh section.

4.1.3. Thermophysical Model

ADFs are composed mainly of ethylene glycol. They also contain corrosion inhibitors
and other fluids to reduce their surface tension and increase their viscosity. Their composi-
tion can vary depending on the manufacturer. For simplicity, ADFs in this paper are pure
ethylene glycol. The internal field is composed of three species: dioxygen O2, dinitrogen
N2, and ethylene glycol vapor C2H6O2. These species are weighted by Yspecie and are a
function of the temperature. The density is computed using the perfect gas law presented
in Equation (5):

ρ = ∑
species

Yspecie ×
Mspecies

RT
p (5)

where Mspecies, R, and p refer, respectively, to the species’ molar weight, the fluid constant,
and the pressure field.

The specific heat capacity of each species is computed in Equation (6) as a function of
the temperature following the NIST-JANAF thermochemical tables [25]:

Cp = ∑
(

Yspecie

(
a4T4 + a3T3 + a2T2 + a1T + a0

))
(6)

Finally, the dynamic viscosity follows the Sutherland law presented in Equation (7):

µ =
As
√

T
1 + Ts/T

(7)

The parameter values used in Equations (5)–(7) are presented in Table 4.

Table 4. Internal Field Thermophysical Parameters.

N2 O2 C2H6O2

M(kg m−3 ) 28.01 32.00 62.07

As(kg m−1 s−1 K−1 ) 1.67 × 10−6 1.67 × 10−6 1.67 × 10−6

Ts (K) 171 171 171

a0
(
100) 3.30 3.21 1.97

a1
(
10−3) 1.41 1.13 2.02

a2
(
10−6) −3.96 −5.76 −3.70

a3
(
10−9) 5.64 1.31 4.05

a4
(
10−12) −2.44 −0.88 −1.46
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4.1.4. Parcel Rate Sensitivity

The STP is defined as the height of a cylinder coaxial with the spray axis. The cylinder
encompassed 95% of the spray’s total mass. To assess STP sensitivity to the spray parcel rate
(PR), a parcel-rate-induced error (EPR) is defined. Equation (8) expresses the PR-induced
error for a mesh “mi” and a PR “PRj”:

EPR
(
mi, PRj

)
=

1
Mij

t f∫
t0

∣∣STP
(
mi, PRj+1

)
− STP

(
mi, PRj

)∣∣ (8)

where Mij =
(

t f − t0

)
· max

time

(
STP

(
mi, PRj

))
with t0 and t f respectively the initial and

final time of the simulation.
Figure 9 presents the PR-induced error for the four meshes. Increasing the PR de-

creased the error for the four meshes. The STP sensitivity to the PR increased when the mesh
was refined. The coarse mesh presented a sensitivity under 20% for a PR of 104 parcel/s,
whereas the extra-fine mesh continued to present a sensitivity above 20% for a PR 10 times
greater. For a PR of 106 parcel/s, all the four meshes presented almost the same PR-induced
errors of 1%, except the extra-fine mesh which presented an error of 3%. Therefore, the PR
of 106 parcel/s was retained for the spray configuration. The next paragraph analyzes the
grid induced error for selection of the appropriate mesh.

Figure 9. STP sensitivity to the parcel rate for the four meshes.

4.1.5. Grid Sensitivity

To assess the spray tip penetration (STP) sensitivity to the mesh, a grid-induced error
(Em) was defined. Equation (9) expresses the grid-induced error for a PR “PRi”, and a
mesh “mj”:

Em
(

PRi, mj
)
=

1
Mij

∫
time

∣∣STP
(

PRi, mj+1
)
− STP

(
PRi, mj

)∣∣ (9)

Figure 10 presents the grid-induced error for the five tested PRs. For the “low” PRs of
103 and 104, the grid-induced errors were higher than for other PRs. The mesh refinement
also increased the grid-induced error. The “high” PRs of the 106 and 107 STP predictions
were almost independent of the mesh quality, both presenting a grid-induced error around
2%. Using a PR of 106 parcel/s allowed use of any of the studied meshes. The medium
mesh was retained for the subsequent tests.
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Figure 10. STP sensitivity to mesh quality rate for the five spray rates.

In the next paragraph, the multi-region approach is verified against the retained config-
uration of the Lagrangian approach i.e., a medium mesh with a parcel rate of 106 parcel/s.

4.1.6. Multi-Region Validation

This paragraph compares the STP predicted using the multi-region approach to the STP
predicted using the Lagrangian approach. Figure 11 presents the computational domain for
the multi-region test case. The computational domain in Figure 7 is divided into two regions.
The mapped boundary is located at the middle of the domain axis. The computation used
the same boundary conditions, initial conditions, and injection parameters.

Figure 11. Computational domain of the multi-region test case.

The medium mesh was used first. Then, the EDEF region’s mesh was refined until
reaching STP grid insensitivity. Figure 12 presents a crinkle clip of the mesh refinement
architecture at three levels of refinement. The LDEF region’s mesh and the first cell layer
after the mapped boundary are unedited. The second cell layer of the EDEF region is a
transition layer where each cell was divided into four according to the radial and angular
directions. In the third layer, each cell was divided into two according to the axis direction.
The mesh in this layer kept the topology of the original mesh with eight times more cells.
The same refinement strategy was repeated for the second and third meshes. The three
meshes presented in Table 5 were used to study STP sensitivity to the meshes in this
multi-region approach.
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Figure 12. Mesh refinement architecture.

Table 5. Multi-Region Grids.

Mesh Id. Number of Refinements Number of Cells

Mesh 1 0 (medium mesh) 43,200

Mesh 2 1 184,320

Mesh 3 2 1,316,640

Equation (10) defines an error function, based on the STP reference values for the pure
Lagrangian case (STPre f ):

error(mi, t) =
1

max
time

(STPre f (t))

∣∣∣STP(mi, t)− STPre f (t)
∣∣∣ (10)

Figure 13 presents the computed error for the three meshes. The error was null until
0.016 s because the spray was evolving only in the LDEF region.

Figure 13. Muti-region model STP prediction error for the three meshes.

After the spray reached the mapped boundary, the error function increased. For the
mesh without refinement (Mesh 1), the error was remarkably higher than that for the other
meshes. The maximal errors for the three meshes were 10.4%, 1.50%, and 1.10%. The EDEF
approach was more sensitive to the mesh than the LDEF approach.

Figure 14 presents three snapshots of the computed spray at three different times:
0.02 s, 0.03 s, and 0.04 s. The multi-region-computed spray (with two levels of refinement)
is presented versus the Lagrangian spray (with a medium mesh and 106 parcel/s). The
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blue cells are in the EDEF region; the grey spheres are parcels in the LDEF region. The
figure illustrates the agreement between the two computations for both the STP and the
spreading angle.

Figure 14. Spray evolution (Lagrangian versus multi-region).

4.2. Permeability Coefficient Calibration

The extended enthalpy–porosity technique was used to model the ice melting [8].
The Darcy law defines a permeability coefficient to approximate the velocity damping in
the mushy region. The predicted thermal field depends on the permeability coefficient
values [26].

The permeability coefficient (Cu) appears in the momentum equation as a source term
(S = −Cu· δ2

(1−δ)3+q
u), where δ is the solid fraction. If δ = 0, the source term vanishes.

If δ = 1, the source term is equal to
(
−Cu

q u
)

, where q = 10−3 is a model coefficient to
avoid division by 0, but small enough for the source term to dominate other terms in the
momentum equation, giving (u = 0). In the mushy region (0 < δ < 1), the permeability
coefficient directly affects the velocity’s predicted value.

The methodology suggested in [19] for the original enthalpy–porosity technique was
used to calibrate the permeability coefficient, requiring adjustment of the permeability coef-
ficient for every set of boundary conditions. This methodology had been used to calibrate
the permeability coefficient of the extended enthalpy–porosity technique in 2D [8]. Because
the present paper deals with 3D computations and a new set of boundary conditions, a
recalibration was needed.

4.2.1. Test Case Setup and Meshes

The test case was a flat plate decontamination based on the spray parameters presented
in Section 4.1.1. The computational domain consisted of a square cuboid (45D× 45D× 38D).
The upper and lateral patches were set to be atmospheric outlets, and the lower patch was
a wall. The nozzle outlet was placed at 27D (approximately 1 m) from the wall. Figure 15
presents a crinkle clip of the coarse mesh. The domain was meshed using cubic cells of
4/3D edges. The mesh was then refined twice to obtain a cell size of D/3 surrounding the
liquid flow. The lateral boundaries were located at 8.5D, far enough from the contaminated
area to avoid the reflective effects of boundary conditions. The mapped boundary was set
at 4D from the wall. The LDEF cells are shown in red and the EDEF cells in grey. An ice
cylinder, with a diameter of 28D and a height (thickness) of 2/3D (Figure 16), was located
at the wall center at the start of the calculations.
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Figure 15. Coarse mesh clip for the flat plate decontamination test case.

Figure 16. Ice zone in the EDEF region.

From the calibration, the result of interest is the ice volume’s change over time. Four
meshes and four permeability coefficient values were tested for the calibration. The different
meshes were obtained by refinement around the icy zone cells. The cell edges were divided
by two, such that the cell edges were D/3, D/6, D/12, and D/24 for the coarse, medium,
fine, and extra-fine meshes, respectively.

For the permeability coefficient, values in the literature range between 103 and
1015 kg s−1 m−3. However, values between 104 and 108 are often applied [19]. In this
study, four values (104, 105, 106, and 107) were tested.

4.2.2. Results and Analysis

The effects of the mesh and the permeability coefficient on the ice volume evolution
are presented. The ice volume Vice(t) is defined in Equation (11) as the summation of the
ice volume over the computational domain:

Vice(t) = ∑
cells

Vcell ·δcell(t) (11)

where Vcell is the cell volume and δcell(t) is the ice volume fraction in a cell at time t.
The normalized ice volume is computed with Equation (12):

Vice(t) = 100·Vice(t)
Vice(0)

(12)
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All the computations were performed for 4 s (physical time). This duration is fixed based
on the computations on the coarse mesh and a permeability coefficient of 106 kg s−1 m−3,
which is the calibrated value for the 2D computations [8]. Figure 17 presents the ice volume
evolution for the reference case. The flat plate was fully decontaminated after 3.32 s of
injection time.

Figure 17. Ice volume evolution (reference case).

4.2.3. Grid Sensitivity

For the grid sensitivity study, a grid-induced error (Em) is defined as a function of the
permeability coefficient (Cui) and the mesh (mj) in Equation (13):

Em
(
Cui, mj

)
=

1
total time

∫
time

∣∣Vice
(
Cui, mj+1

)
−Vice

(
Cui, mj

)∣∣ (13)

Figure 18 presents the grid-induced error for the four tested permeability coefficients.
The computation results were more sensitive to the mesh for the higher permeability
coefficients. Except for the permeability coefficient of 107, the grid-induced error was lower
than 3% for the medium mesh. For the fine mesh, the permeability coefficients of 105 and
106 gave errors of 0.26% and 0.34%, respectively. The permeability coefficients of 104 and
107 generated errors of 1.23% and 1.29%, respectively.

Figure 18. Ice volume evolution sensitivity to mesh quality for the four tested permeability coefficients.

In the engineering context, a grid-induced error of 3% is acceptable. For the fine mesh,
the grid induced error for the four tested permeability coefficients was acceptable. The fine
mesh is mandatory to ensure a grid-induced error below 3% for a permeability coefficient
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of 107. The best compromise between accuracy and computation cost could be found in the
medium mesh and a permeability coefficient of 105. This setup had a grid-induced error of
only 1.66%. Furthermore, for faster computations and model simplicity, the evaporation in
the LDEF region could be neglected since only 0.27% of the injected mass evaporated.

4.2.4. Permeability Coefficient Sensitivity

The instantaneous variance of the normalized ice volume, computed with Equation (14),
assesses the permeability coefficient sensitivity. The distance to the mean value, d

(
Cui, mj, t

)
,

is computed with Equation (15):

σ2(mj, t
)
=

∑4
i=1 d2(Cui, mj, t

)
3

(14)

d
(
Cui, mj, t

)
= Vice

(
Cui, mj, t

)
−

4

∑
k=1

(
Vice

(
Cuk, mj, t

)
4

)
(15)

Figure 19 presents the normalized ice volume variance for the four meshes. The
overall variance

(∫
t σ2(mj, t

)
dt
)

decreased with mesh refinement. The ice volume was
less sensitive to the permeability coefficient for the finer meshes, as presented in [19]. The
maximum variances for the fine and extra-fine meshes were 3.32% and 0.02%, respectively.
Results for the extra-fine mesh were almost insensitive to the permeability coefficient.

Figure 19. Normalized ice volume variance for different meshes.

Table 6 indicates the average distance to the mean value and the results helped to
select a case setup. This average distance is the temporal average of the distance defined by
Equation (15).

Table 6. Average distance to the mean values for different meshes.

Cu = 104 Cu = 105 Cu = 106 Cu = 107

Coarse 12.68 3.23 5.73 29.69

Medium 5.27 0.10 1.52 7.60

Fine 0.40 0.14 0.41 1.13

Extra-fine 0.08 0.11 0.40 0.76

For all meshes, a permeability coefficient of 105 represented the smallest distance.
For a medium mesh with a permeability coefficient of 105, the grid-induced error was
1.66%. A suitable compromise between computer time and accuracy was reached with a
permeability coefficient of 105 using a medium mesh.
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5. Conclusions

A new OpenFOAM-V6 based solver (AGDFoam) has been developed and verified
to simulate the AGD process. The new solver is a combination of the native solver
(sprayFoam) and the (AGDEulerFoam) solver developed in [8]. The new solver has been
designed for simulating the AGD process in 3D. In this paper, a set of injection parameters
is proposed on the basis of a technical review. A computational domain divided into two
regions enabled the simulations. The first region was designed for the spray evolution far
from the wall, and the spray evolution was solved using a Lagrangian approach. The flow
in the second region was modelled with the Eulerian approach. The second region was
designed to model the ice decontamination. For the multi-region approach, the momentum
conservation was verified through a spray-tip penetration (STP) test case. The STP sensi-
tivity to the PR and the mesh was studied. The permeability coefficient of the extended
enthalpy–porosity technique was then calibrated. For the proposed injection parameters, it
was concluded that:

• Using a PR superior to 106 parcel/s brings the computations to independency from
the mesh density in the Lagrangian region.

• Computations in the Eulerian region are more sensitive to the mesh density. The grid
is acceptable for a mesh eight times finer than the medium mesh.

• A permeability coefficient of 105 kg s−1 m−3 gives a good prediction (2%) using a
medium mesh. For enhanced accuracy, it is advised to multiply the number of mesh ele-
ments by eight to reach results that are almost insensitive to the permeability coefficient.

This paper is part of a research effort to design a CFD test bench for the AGD process.
For the first time, this study used realistic injection parameters for the AGD spray. The
multi-region approach conserved the STP evolution profile predicted using the Lagrangian
solver, which verified the momentum transfer methodology applied between the two
regions. Future works will focus on studying the influence of the spray parameters on the
ice decontamination rate.
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Nomenclature

Symbol Designation (unit)

Cp Specific heat capacity
(

J · kg−1 ·K−1
)

Cu Permeability coefficient
(
kg ·m−3 · s−1)

d Distance to the mean value (dimensionless)
EPR Parcel rate induced error (%)

Em Grid induced error (%)

M Molar weight (kg/mol)
m Mass (kg)
P Number of particles (particle)
PR Parcel rate

(
parcel·s−1 )

p Pressure field (Pa)
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R Fluid constant (J/K mol)
STP Spray tip penetration (m)
T Temperature (K)
U Velocity

(
m·s−1)

V Volume
(
m3)

Y Species mass fraction (dimensionless)
α Volume fraction (dimensionless)
δ Solid volume fraction (dimensionless)
µ Dynamic viscosity (Pa · s)
ρ Phase density

(
kg ·m−3)

σ Variance of the normalized ice volume (dimensionless)

Appendix A

This appendix presents the governing equations of the LDEF and EDEF regions. It is
to be noted that the same equations are presented in [7,8] with more details.

Appendix A.1. LDEF Region Governing Equations

The mass conservation equation of the LDEF region is given by the following equation:

∂ρ

∂t
+∇.(ρu) =

.
mp,evap

VCell
(A1)

where
.

mp,evap is a mass source term generated by the evaporation of spray particles.
The momentum conservation in the LDEF region is given by the following equation:

∂ρu
∂t

+∇.(ρuu) = −∇p + ρg +∇.
(

2µe f f D(u)
)
−∇

(
2
3

µe f f∇(u)
)
+

.
Su,I↔P (A2)

where the effective viscosity µe f f is the sum of the molecular and turbulent viscosity and

the rate of strain (deformation) tensor D(u) is defined as D(u) = 1
2

(
∇u + (∇u)T

)
. The

pressure gradient and gravity force terms are rearranged numerically in the following form:
−∇p + ρg = −∇prgh − (g.r)∇ρ, where prgh = p− ρg · r and r is the position vector from

the wall.
.
Su,I↔P is a momentum source term due to the drag force exerted by the fluid

(ambient air) on liquid particles.
The internal field is designed to have an initial chemical composition similar to the

atmosphere. The evaporation of spray particles introduces a third gaseous species. These
three gaseous entities are modelled by their mass fraction Yk (gaseous), and are calculated
from the equation of species in the internal field:

∂ρYk
∂t

+∇.(ρYkuF) = ∇.(ρDk∇Yk) +
.

ωk (A3)

with Dk being a diffusion coefficient of the k species and
.

ωk a source term describing
the generation of a species. The spray and the liquid film contain only the X species, so
.

ωN2 =
.

ωO2 = 0 and
.

ωH2O =
Vevap
Vcell

.
Energy conservation is ensured by solving the following enthalpy equation:

∂ρh
∂t

+∇.(ρhu) +
∂ρK
∂t

+∇.(ρKu)− ∂p
∂t

= ∇.
(

αe f f∇h
)
+ ρu · g +

.
Sh,I↔P (A4)

where K ≡ u2/2 is the kinetic energy per unit mass, h the enthalpy per unit mass,
and αe f f is the effective thermal diffusivity, which is the sum of laminar and turbulent
thermal diffusivities:

h = hs + ∑
i

ci∆hk
f (A5)
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αe f f =
µ

Pr
+

ρνt

Prt
=

κp

ρcp
+

ρνt

Prt
(A6)

where hs = cpT is the sensible enthalpy, ck and ∆hk
f are the molar fraction and the standard

enthalpy of formation of the k species, respectively. κp is the thermal conductivity, cp is the
specific heat at constant pressure, µ is the dynamic viscosity, νt is the turbulent (kinematic)
viscosity, Pr is the Prandtl number, and Prt is the turbulent Prandtl number.

.
Sh,I↔P models

the particle evaporation and heat convection.

Appendix A.2. EDEF Region Governing Equations

The mass conservation equation of the EDEF region is analogue to the VOF method:

∂αiρi
∂t

+∇·(ui αiρi) = 0 (A7)

where αi, ρi, ui are the volume fraction, density, and velocity, respectively, of entity i.
Then, the specie transport [27] equation is solved to update concentrations and the liquid
thermophysical properties:

∂αl ρl Ys1

∂t
+∇·(αl ρl ul Ys1)−∇·(αl ρl Dl ·∇ Ys1) = 0 (A8)

where Dl is the mutual diffusion coefficients of species 1 and 2 defined as: Dl = νl/Scl with
νl the kinematic viscosity and Scl the Schmidt number of the liquid phase. Immediately
after solving equation (A8) the liquid phase thermophysical properties are updated using
the mixture rules.

After resolving the mass conservation equations, the phases are considered (in each
cell) as continuous and dispersed following two threshold values: (i) AF the minimum
volume fraction of a phase to be considered fully continuous, and by default the other
phase will become a dispersed phase. The dispersed phase is modelled as a set of droplets
characterized by a diameter and a shape. For the sake of simplicity, the shape of the droplets
is considered as a perfect sphere. (ii) AP the minimum volume fraction of a phase for which
it can be treated as partly continuous, i.e., the cell is part of an interface (AF > Ap).

Two momentum equations of the same form are solved for each phase (gaseous and
liquid) [28]:

∂αi ρi ui
∂t

+∇.(αi ρi ui ui) = −αi∇p + αi ρi g +∇·
(

αi

(
µiD(ui)−

2
3

µi∇·ui I
))

+ Sui + Ssms,ui (A9)

where µI is the viscosity of phase i and the rate of strain (deformation) tensor D(ui) is
defined as D(ui) = 1

2

(
∇ui + (∇ui)

T
)

. Ssms,ui is an added source term modeling the
melting or solidification of phase i, as discussed in [8]. Sui is the inter-phase momentum

transfer with the convention of
(

Sug + Sul = 0
)

. The two phases exchange momentum in

the form of drag and virtual mass
(

Su,i = Sdrag,i + Svm,i

)
. The drag and virtual mass forces

are due, respectively, to the velocity and acceleration differences between the two phases.
In the following equations, quantity differences presented by the symbol ∆ are defined as:
∆χ = χother phase − χphasei.

For cells with dispersed phase [29]:

Sdrag,i =
3
4

αdisp·
ρcontνcont

D2
disp

·Cdrag·Re·∆u (A10)

Svm,i = Cvm·αdisp·ρcont·
D
Dt

(∆u) (A11)

For interface [30]:
Sdrag,i = Kdrag·∆u (A12)
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Svm = 0 (A13)

where Cdrag and Kdrag are the drag coefficients and Adisp the dispersed phase surface. The
drag coefficient models implemented in OpenFOAM are presented in [8]. Since droplets
are supposed to have a spherical shape, the virtual mass coefficient was fixed to 0.5 [29].

Two energy equations are solved for gaseous and liquid phases:

∂αi ρi (hi + ki)

∂t
+∇.(αi ρi (hi + ki)ui) = αi

∂p
∂t

+ αi ρi g·ui +∇·
(

αi αe f f ∇hi

)
+ Kht·∆T + Ssms,hi

(A14)

where h, k, and αe f f are the enthalpy, kinetic energy, and effective thermal diffusivity,
respectively. Ssms,h is a sink term modeling phase change, Kht is the heat transfer coefficient
between the two phases. Two models have already been implemented in OpenFOAM; the
first is an analytical model for a perfect sphere and the second is a correlation for turbulent
heat transfer, also for a sphere. The heat transfer coefficients are presented in [8].

The source terms Ssms,ui and Ssms,hi
are the solid phase presence effect, calculated

following the enthalpy–porosity technique. In this technique, the solid–liquid free boundary
is not tracked explicitly. Instead, a phase fraction indicator field δ (0 for solid and 1 for liquid)
is updated at each iteration based on an enthalpy balance. The enthalpy–porosity technique
was originally developed and used for single-phase flows, in this paper a modified version
of the technique is proposed.

The momentum sink Ssms,ui , introduced in Equation (3), classically models the buoy-
ancy effect Sbuoy due to the thermal expansion of ice and the drag force Ssd exerted by ice
on the liquid. However, for the gas phase the buoyancy term should be removed since the
implicit solid phase belongs to the liquid phase. Additionally, in the proposed problem,
the buoyancy effect for the liquid phase can be neglected since the flow is under forced
convection (impinging spray):

Ssms,u = Sbuoy + Ssd = Ssd (A15)

In the original version of the enthalpy–porosity technique [31], the solid phase was
not designed to move. The present work focusses on the decontamination of a surface, and
since no ice breakup was modelled, this characteristic is preserved:

Ssms,ui = Ssd,i = Ssd·(usolid − ui) = −Ssd·ui (A16)

The Darcy law for flow through porous media is used. For isothermal solidifica-
tion/melting, permeability has no physical significance; however, it is used classically as a
numerical technique to estimate the velocity at the mushy region [31]:

Ssd = Cu· (1− δ)2

δ3 + q
(A17)

where q and Cu are model coefficients, as discussed in the numerical method paragraph.

D
Dt (αl ρl (hl + kl)) =

D
Dt (αl ρl (hl,s + kl)) +

D
Dt (αl ρl hl,L)

= αi
∂p
∂t + αi ρi g·ul +∇·

(
αi αe f f ∇hi

)
+ Kht·∆T

(A18)

where hl = hl,s + hl,L, with hl,s = cp,l ·Tl is the sensible enthalpy and hl,L = δL is the
enthalpy of fusion (or latent heat of fusion).

Moving the D
Dt (αl ρl hl,L) on the right side of the energy equation and developing

it gives:

D
Dt

(αl ρl (hl,s + kl)) = αi
∂p
∂t

+ αi ρi g·ul +∇·
(

αi αe f f ∇hi

)
+ Kht·∆T − L

D
Dt

(αl ρl δ ) (A19)
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which by identification with Equation (6) gives:

Ssms,hl
= −L

D
Dt

(αl ρl δ ) (A20)

where Ssms,hl
is the energy sink term due to phase change of the liquid phase (solid–liquid).

It represents also the latent heat released during solidification. The gaseous phase does not
undergo a phase change (the deposition–sublimation phenomenon is not modelled), thus
the term Ssms,hg is null.
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