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a École de technologie supérieure, Department of Construction Engineering, Hydrology, Climate and Climate Change (HC3) Laboratory, Canada 
b Ministère de l’Environnement et de la Lutte contre les changements climatiques (MELCC), Direction de l’expertise hydrique (DEH), Canada   

A R T I C L E  I N F O   

Keywords: 
Multi-model averaging technique 
Optimal interpolation 
Distributed hydrological model 
HYDROTEL 
Prediction in ungauged basins 

A B S T R A C T   

This study presents a method to improve the reconstruction of historical flows on gauged and ungauged basins. 
To do so, a multi-model weighted averaging of hydrological model simulations for a large spatial domain in the 
province of Quebec, Canada, is used. The distributed hydrological model HYDROTEL was implemented over the 
region and covered 95 gauged basins. An optimal interpolation (OI) assimilation method was first implemented 
as a baseline to improve the HYDROTEL flow simulations over the 95 basins. Then, a series of multi-model 
averaging techniques were applied to an ensemble of 144 HYDROTEL simulations that were generated by 
modifying parameter sets, driving weather datasets and evapotranspiration modules. The averaging methods 
were applied in a leave-one-out cross-validation scheme, where all 94 gauged basins were pooled together to 
compute the weights, and those weights were applied to the 95th basin. All basins were evaluated in such a 
manner and compared to the OI method. Implementing a year-by-year (or shorter period) weighting scheme 
instead of computing weights over all available data significantly improved the results. This allowed the weights 
to better reflect each year’s hydrological characteristics rather than compromising to improve the overall 
average. The Kling-Gupta Efficiency (KGE) and peak flow metrics showed that the Granger-Ramanathan variant 
“A” (GRA) was similar in performance to the OI method but did not have the drawbacks that OI can typically 
introduce. The multi-model application can also be further improved by adding more simulations from other 
hydrological models, whereas the OI method cannot make use of such additional information, thus hitting a 
performance plateau. This study shows that it is possible to improve regional hydrological model simulations, 
both for overall flows and peak flows, and on the historical period for both gauged and ungauged basins. This can 
then be used to better estimate risk in flood frequency analysis and other statistical analyses.   

1. Introduction 

Using flood frequency analyses for the extrapolation of rare flood 
events (e.g., 100-year floods) is important when dealing with floodplain 
mapping and the design of hydraulic structures such as bridges and 
culverts. Extrapolating to such recurrences entails significant levels of 
epistemic uncertainty, especially when dealing with relatively small 
time series. Considering that there is also an interest in conducting such 
analyses in areas where streamflow observations are not available at all, 
there is a need for prediction in ungauged basins (PUB) to rebuild his
torical streamflow pseudo-observations (Hrachowitz et al., 2013). 
However, PUB also leads to its share of challenges and uncertainties 
(Blöschl et al., 2013; Sivapalan et al., 2003). While a regional flood 

frequency analysis could theoretically be used instead, several short
comings such as short time series and basins heterogeneity in terms 
physical properties, climatology and hydrological processes, can render 
this option sub-optimal, and even undesirable (Ouarda et al., 2008; Shu 
and Ouarda, 2007). For peak flows particularly, other methods can be 
used such as in Kim and Shin (2018), where peak flow is estimated using 
the relationship between the ungauged basin’s runoff coefficient and 
curve number which are estimated from donor basins. These methods 
rely on regionalization of parameters to the ungauged sites and can be 
considered model-independent. These methods also only generate sta
tistical descriptors of the flow regime (flow indicators) and do not allow 
generating complete time series. 

Hydrological modelling is an important tool to perform PUB, 
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allowing to simulate streamflow time series that could ultimately serve 
as the basis for flood frequency analyses (Razavi and Coulibaly, 2013). 
Lumped hydrological models can be applied on ungauged basins by 
using different types of regionalization methods, such as spatial prox
imity or physical similarity (Arsenault and Brissette, 2014). On the other 
hand, distributed hydrological models have inherent characteristics 
allowing them to simulate streamflow across entire regions under study, 
including as many ungauged sub-basins as needed. While in theory this 
makes distributed models the ideal option when dealing with PUB, other 
difficulties, such as the larger amount of physical and climatological 
data required, the time needed for model setup and model calibration 
(Martel et al., 2020), should not be overlooked. 

Even though lumped or distributed models can provide streamflow 
PUB, multiple sources of uncertainty remain, such as the hydrological 
model’s structure (Arsenault and Brissette, 2016), the climatological 
and physiographic data used (Papacharalampous and Tyralis, 2022), the 
calibration parameters and their equifinality (Arsenault and Brissette, 
2014) and errors in hydrometric and meteorological observations used 
to calibrate the models (Troin et al., 2022). Thus, in order to obtain the 
most accurate historical streamflow pseudo-observations possible, there 
is an advantage to post-process the hydrological model outputs before 
conducting a flood frequency analysis (Lachance-Cloutier et al., 2017). 

This type of post-processing can be achieved with different methods, 
the optimal interpolation (OI; Lachance-Cloutier et al., 2017) having 
shown to be a strong contender. In essence, OI is a statistically optimal 
method based on known theory which evaluates the spatial structure of 
errors in the distributed model response compared to the available ob
servations and interpolates this error in such a way that the ungauged 
sites can be corrected. This type of data assimilation technique has 
recently been shown to provide an immediate and significant gain in 
performance compared to the raw simulation from a hydrological model 
(Lachance-Cloutier et al., 2017; Ly et al., 2013), but has traditionally 
been used in the field of meteorology (Heo et al., 2018; Oke et al., 2010; 
Phillips, 1982). 

Another way of dealing with these different sources of uncertainty is 
to address them through an ensemble of different hydrological simula
tions (Arsenault et al., 2015) from both lumped and distributed models. 
Then, different multi-model averaging methods aim at obtaining an 
optimal weighting of each individual simulation that makes it possible 
to combine the strengths from several raw simulations to make gains in 
robustness and performance (Diks and Vrugt, 2010). Arsenault et al. 
(2015) showed that multi-model averaging techniques generally pro
vided better streamflow simulations than those of any individual model 
that is part of the ensemble on 76% of a set of 429 basins in the United 
States. Furthermore, results showed that multi-model averaging has the 
advantage of providing excellent performance without needing to 
identify a priori which hydrological model would be the best for the 
given basin. Finally, the authors identify the Granger-Ramanathan type 
C (GRC; Granger and Ramanathan, 1994) as the best solution for site- 
specific flow estimation from the nine tested methods. The same 
methods were also tested on 383 basins in China with the results again 
pointing to GRC as being the best multi-model averaging method in 
streamflow estimation at gauged locations (Wan et al., 2021). Arsenault 
and Brissette (2016) applied multi-model averaging concepts to unga
uged basins but noted that the GRC method, which includes a bias 
correction term, could lead to problems under regionalization due to the 
bias term scaling and thus implemented the Granger-Ramanathan type A 
(GRA; Granger and Ramanathan, 1984) algorithm which does not 
require the bias term. They found that regionalization of lumped hy
drological models to ungauged sites generated streamflow that did not 
preserve statistics that could be corrected with multi-model averaging 
and thus found that multi-model regionalization of lumped models was 
not recommended. However, Exbrayat et al. (2011) and Razavi and 
Coulibaly (2016) showed that multi-model averaging could perform 
well in regionalization depending on the region of interest as well as the 
number and type of contributing hydrological model. When dealing 

with PUB, the combination of simulations from a distributed model can 
be more interesting since it will avoid the additional uncertainty from 
regionalization methods needed to transpose lumped models on unga
uged sites. However, while combining a small number of raw simula
tions will provide improvements, it may not be enough to surpass a 
method such as the OI, in terms of performance. 

To generate the most accurate historical streamflow pseudo- 
observations to conduct a flood frequency analysis in ungauged ba
sins, the question remains: what is the most optimal method to use? Our 
hypothesis is that using a sufficiently large sample of raw hydrological 
simulations will provide access to more flexibility and degrees of 
freedom that can lead to further performance gains with some dimin
ishing returns. In the right context, this has the potential to outperform a 
method like OI which is limited to a one-time – but significant – gain in 
performance. Furthermore, using raw simulations from a distributed 
hydrological model would not be subject to the data assimilation tech
niques’ shortcomings previously raised. 

The aim of this paper is to develop a methodology allowing to 
combine multiple raw simulations from a distributed hydrological 
model that outperforms the baseline data assimilation technique for the 
historical reconstruction of daily streamflow pseudo-observations and 
annual maxima time series in ungauged basins. Section 2 of the paper 
presents the study site, test bench and proposed methodology to reach 
the study’s objectives, results are then presented in Section 3 and dis
cussed in Section 4, followed by a conclusion and future work in Section 
5. 

2. Methodology 

2.1. Study site 

This study focuses on the meridional part of the province of Quebec, 
covering an area of approximately 726 000 square kilometers. A selec
tion of 95 basins (shown in Fig. 1) from the 259 gauged basins operated 
by the Direction de l’expertise hydrique (DEH) of the Ministry of the 
Environment and Fight Against Climate Change (MELCC) was made. 
This selection was designed to provide coverage of both south (32 ba
sins) and north (63 basins) shores of the St-Lawrence River, covering 
about 31% of the study area, while keeping the hydrometric stations 
with longer observational records of good quality. 

The average physical characteristics, annual climatology and distri
bution of land-use is provided in Table 1. Each of the basins will be used 
in a leave-one-out-cross-validation (LOOCV) to evaluate the proposed 
methodology in the context of ungauged basins. 

2.2. Hydrological modeling 

HYDROTEL is a semi-distributed hydrological model developed by 
Fortin et al. (2001a); and Fortin et al. (2001b). The DEH exploits this 
model for its daily hydrological forecasts over 259 gauged and 28,035 
ungauged basins and river reaches across the region of interest. A strong 
motivation behind the use of the HYDROTEL semi-distributed model is 
that the DEH has shared the complete calibrated platform used opera
tionally for the region of interest (see Fig. 1). This allowed the devel
opment of a test bench based on multiple calibration strategies involving 
different parameters, input meteorological datasets and potential 
evapotranspiration formulas that also enable to emulate the operational 
limits. Fortin et al. (2001a) provides a complete description of 
HYDROTEL’s required inputs and simulation of hydrological processes, 
which are summarized hereafter. 

In terms of input variables, HYDROTEL requires drainage structure, 
land-use, soil type from high-resolution remotely sensed data, as well as 
distributed meteorological inputs (i.e., total daily precipitation in water 
equivalent, daily minimum and maximum temperature). Each basin 
(gauged or ungauged) is split into multiple homogenous sub-basins for 
which all hydrological processes (e.g., snowmelt and 
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evapotranspiration) are computed independently. 
Gridded meteorological datasets are used as inputs and corrections 

are also made based on each sub-basin’s average elevation. Precipitation 
is also separated into rain and snow components on each sub-basin with 
a linear interpolation using both minimum and maximum daily tem
perature, as well as a threshold temperature for the separation between 
rain and snow (which is calibrated). 

The evolution of the snow cover’s characteristics is done with a 
mixed degree-day and energy balance method. However, the net 
absorbed solar radiation is simply estimated from a degree-day meth
odology. Three land-use classes are considered for the snowpack simu
lation with distinct melting factors for: coniferous forests, deciduous 
forests and open areas. The 95 selected basin’s land-use types described 
in Table 1 are split into these three categories accordingly. 

The HYDROTEL model has the option to switch between six potential 
evapotranspiration (PET) formulas, but only three were selected in this 
study: Hydro-Québec, Linacre and McGuinness. The selection of these 
three PET formulas was made with the goal to provide a wide range of 
the inter-model variability needed for this study, while limiting the 
number of calibrations to be performed. The first is an empirical equa
tion developed over local basins by Hydro-Quebec (Fortin, 2000) and 
only requires minimum and maximum air temperature as inputs. The 
Linacre (1977) formula is derived from Penman and Keen (1948) and 
requires dew point and air temperatures, as well as both elevation and 
latitude of the station as inputs. McGuinness (McGuinness and Bordne, 
1972) is a radiation-based formula that only requires mean air tem
perature as well as extra-terrestrial radiation, which can be estimated 
using the basin average latitude and the Julian day. It can be noted that 
Oudin et al. (2005) compared 27 evapotranspiration formulas 
(including Linacre and McGuiness) and showed that McGuinness pro
vided the best results for hydrological modeling over 308 basins located 
in France, Australia and the United States. 

The vertical water balance is conducted using a three layers soil 
model allowing to approximate the physical macro-processes involved 
during the infiltration and vertical redistribution of water over a soil 
column. The first and relatively thin layer (~10 to 20 cm) is affected by 
the soil evaporation and controls the surface runoff. The second layer is a 
transition zone between the first and third layer and produces delayed 
flows. The third layer is typically saturated and provides the base flow. 
All three layers can be affected by transpiration depending on land 
properties. The combined flow from the vertical water balance is then 
routed using a reference geomorphological hydrograph specific to each 
sub-basin. This geomorphological hydrograph is derived using the ki
nematic wave approximation with a reference flow depth and is ob
tained using two different land-uses (forested and open areas) for which 
different Manning’s roughness coefficients are used. 

Fig. 1. Study area and the location of hydrometric stations and their basins.  

Table 1 
Physical characteristics, annual hydroclimatology and distribution of land-use of 
the 95 study basins.  

Basin 
descriptor 

Minimum 1st 
quartile 

Median 3rd 
quartile 

Maximum 

Physical properties 
Drainage area 

[km2]  
44.3  468.1  991.8  2649.6  21525.0 

Elevation [m]  87.7  280.4  386.6  489.7  865.2 
Slope [m/m]  0.0  0.0  0.1  0.1  0.2 
Climate properties 
Total 

precipitation 
[mm]  

793.7  928.5  1002.7  1114.6  1341.2 

Mean 
temperature 
[◦C]  

− 1.9  0.8  2.0  3.9  6.8 

Min. 
temperature 
[◦C]  

− 42.5  − 37.8  − 35.1  –32.3  − 29.5 

Max. 
temperature 
[◦C]  

22.9  29.4  30.6  31.3  32.7 

Land-use properties 
Agricultural 

pasture [%]  
0.0  0.2  2.4  19.8  60.4 

Bare ground 
[%]  

0.0  2.1  4.1  7.5  21.4 

Bog [%]  0.0  0.9  2.1  4.0  28.2 
Coniferous 

forest [%]  
5.4  28.3  40.3  50.4  84.5 

Deciduous 
forest [%]  

2.8  22.2  32.7  37.7  62.2 

Impervious [%]  0.0  0.0  0.6  1.9  13.2 
Water [%]  0.1  1.6  4.2  7.8  13.1 
Wet land [%]  0.0  1.5  2.3  2.9  12.1  
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Flow through the hydrographic network is also computed using the 
kinematic wave estimation. These computations are performed for each 
river reach based on their respective characteristics, namely the length, 
width, slope and Manning’s roughness coefficient. However, when the 
reach is a lake or a reservoir, the classical continuity equation is used 
instead, and the flow is estimated using a flow-depth relationship 
depending on the width of the lake outlet. 

2.3. Meteorological datasets 

A selection of meteorological datasets was made with two goals in 
mind: 1) a reasonably long temporal coverage to conduct a flood fre
quency analysis and 2) diversity among the types of datasets. A total of 
three different meteorological datasets were thus selected to provide 
precipitation and temperature inputs to the HYDROTEL model: the 
MELCC gridded observed dataset, the ERA5 reanalysis and the SCDNA 
weather station product. The common period for these three datasets 
was from 1979 to 2018 and was kept for this study. Daily precipitation, 
minimum and maximum temperature were extracted for all three 
datasets and used as inputs for the various calibrations of the HYDRO
TEL model. 

The daily observation gridded dataset developed by the MELCC 
(DCAQ; Bergeron, 2016) was selected as it is currently used as inputs in 
the HYDROTEL model for the DEH daily forecasting. Quality-controlled 
weather stations from both MELCC and Environment and Climate 
Change Canada (ECCC) networks were used for the interpolation, 
providing coverage for the period between 1961 and 2021. Ordinary 
kriging interpolation is used to obtain the best non-biased estimations 
without requiring the mean over the entire domain nor assuming its 
stationarity (Wackernagel, 2003). This method enables the consider
ation of a local average through the use of a restricted interpolation 
neighborhood (Bergeron et al., 2016; Li and Heap, 2014). 

The ERA5 (C3S, 2019; Hersbach et al., 2020) reanalysis dataset is 
also used as inputs to HYDROTEL. ERA5 is the fifth generation of the 
European Centre for Medium-Range Weather Forecasts (ECMWF) which 
provides global hydrometeorological and atmospheric variables from 
1950 to present. This reanalysis provides hourly outputs at a horizontal 
resolution of 0.25◦ × 0.25◦. Tarek et al. (2020) demonstrated that hy
drological modeling using ERA5 as inputs to hydrological modeling 
provides equivalent performance to observations over most of North 
America, including the region of interest. 

The weather station product used is the station-based serially com
plete dataset for North America (SCDNA; Tang et al., 2020) covering the 
1979–2018 period. This dataset includes 27,276 stations for which a 
strict quality control is performed, and the missing data is reconstructed 
using different strategies such as machine learning, quantile mapping 
and spatial interpolation. While the observed weather network used to 
generate the MELCC gridded dataset could also have been used, it was 
decided that it would only bring marginal additional information 
compared to its interpolated version, limiting the targeted degrees of 
freedom. 

2.4. Development of the test bench 

A test bench was developed using the platform provided by the DEH 
to test the work hypothesis. The HYDROTEL parameters, objective 
function and optimization algorithm for the calibration of the different 
HYDROTEL models will be covered in this section, followed by the 
calibration strategy to generate a total of 144 different calibrations over 
each of the two regions of interest, i.e., North and South domains. 

2.4.1. HYDROTEL parameters 
HYDROTEL has a total of 27 internal parameters that can be 

adjusted. Based on previous work done by Turcotte et al. (2007), 16 of 
these parameters can be fixed considering their low impact on the 
calibration objective function or due to their additive or multiplicative 

corrective nature applied to input data. The remaining eleven parame
ters to be calibrated are described in Table 2. 

Along the eleven free parameters described in Table 2, two addi
tional fixed parameters were modified to provide the desired flexibility 
within the HYDROTEL calibrations: the reference flow depth for the 
geomorphological hydrograph and a multiplicative constant for the lake 
outlet’s width. 

For the flow over the terrestrial part of the basin, two different 
reference flow depths were used to consider the relationship between 
flow depth and the Strahler stream order. Previous testing allowed 
selecting optimal flow depth values for the study site (0.006 and 0.010 
m) and showed that a higher Strahler number performed better with 
smaller flow depth and vice-versa. 

For the flow through the hydrographic network, the large number of 
lakes (especially on the North Shore of the St-Lawrence River) has 
shown to have a significant impact on the resulting hydrographs. Pre
vious testing by the DEH showed that using larger width for the lake 
outlet allowed it to provide a more realistic hydrograph in this context. 
To account for this, a multiplicative constant of 1.82 applied to the lake 
outlet’s width was found to provide the best results. In this study, both 
values of 1.00 and 1.82 were considered. 

2.4.2. Objective function and optimization algorithm 
To evaluate the performance of the HYDROTEL model during its 

calibration and validation processes, the modified Kling-Gupta Effi
ciency (KGE; Gupta et al., 2009; Kling et al., 2012) objective function 
was used and is defined as follows: 

1 − KGE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(r − 1)2
+ (α − 1)2

+ (β − 1)2
√

(1)  

where r is the linear correlation coefficient, α is the ratio of the co
efficients of variation and β is the bias ratio. All these values are 
dimensionless and are computed between observed and simulated 
streamflow. The KGE ranges from a value of -∞ to 1, where 1 represents 
a perfect fit between observed and simulated streamflow. 

As suggested by Huot (2014), the best-suited optimization method 
for the HYDROTEL model is the Dynamically Dimensioned Search (DDS) 
algorithm (Tolson and Shoemaker, 2007). A total of 500 model itera
tions was chosen as a compromise between good enough calibration 
quality and time to complete the most combinations possible. The goal 
here is not to obtain the best possible local optima, but rather to generate 
good enough calibration that will provide additional flexibility and 
degrees of freedom when combining all available simulations using a 
multi-model averaging method. 

2.4.3. Calibration strategy 
To obtain the desired level of flexibility from the HYDROTEL simu

lations, multiple calibrations of HYDROTEL parameters were conducted 
using different meteorological datasets. Each of the HYDROTEL cali
brations follow the procedure detailed in Fig. 2. All combinations of 
meteorological datasets (DCAQ, ERA5, SCDNA), flow depth (0.006 and 

Table 2 
HYDROTEL parameters included in the calibration process.  

HYDROTEL parameters Sub-model 

Threshold temperature for rain to snow Input data 
Depth of the first soil layer Soil model 
Depth of the second soil layer Soil model 
Recession coefficient Soil model 
Melting temperature threshold in a coniferous forest Snow model 
Melting temperature threshold in a deciduous forest Snow model 
Melting temperature threshold in an open environment Snow model 
Maximum melt rate in a coniferous forest Snow model 
Maximum melt rate in a deciduous forest Snow model 
Maximum melt rate in an open environment Snow model 
PET multiplicative coefficient PET formula  
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0.010 m), lake’s outlet width multiplicative constant (1.00 and 1.82), 
PET formulas (Linacre, Hydro-Québec and McGuinness), calibration 
period (1979–1987, 1988–1997, 1998–2007 and 2008–2017), and split 
between the North and South shores were calibrated following the 
procedure described in the previous two sections, resulting in a total of 
288 different HYDROTEL calibrations, with 144 calibrations for each of 
the North and South shores. 

While the North and South shores were calibrated independently, 
they were ultimately combined, resulting in 144 possible simulations to 
be averaged. To ensure a good representation of both North and South 
shores of the St-Lawrence River, two thirds of the available stations in 
both areas were randomly selected for the calibration, and the remain
ing third for the validation. This random selection ensured that only 
hydrometric stations with at least 5 years of records over the current 
calibration period (e.g., 2008–2017), and was kept for all combinations 
of HYDROTEL models using the same period. 

2.5. Proposed methodology 

The proposed methodology is presented in the flow chart in Fig. 3 
and described in the following subsections. 

2.5.1. Baseline: The optimal interpolation 
Optimal interpolation (OI) is a proven data assimilation technique 

with similarities to kriging (Tabios and Salas, 1985) used in the fields of 

meteorology (Fortin et al., 2015) and hydrology (Lachance-Cloutier 
et al., 2017). When dealing with streamflow, the OI aims at combining 
available local observations with simulations from a distributed hy
drological model (referred to as the background field). At each hydro
metric station, the difference between the observations and the 
simulations is first evaluated. A log transformation is typically applied to 
avoid obtaining negative streamflow. The OI technique consists in 
exploiting the spatial correlation of the error to interpolate its value on 
all sites of interest (i.e., ungauged basins). For each site, corrected values 
are obtained by: 

ẑe = me +
∑N

i=1
wi[zi − mi] (2)  

where ẑe and me are respectively the corrected and the background field 
values at an estimation site e, and [zi - mi] is the difference between the 
observation and the background field at a given hydrometric station i. 
The weights (wj) are obtained by finding the solution to the system of 
linear equations: 
[

B+ I
σo

2

σb
2

]

W = b (3)  

where B represents the correlation matrix of the error of the background 
field between the reference sites i and j, I is a diagonal unit matrix, σ2

o 
and σ2

b are the variance of the observation and background field error 
respectively, W is the vector of the weights for each reference sites and b 
is a vector of the correlation between the reference sites and the esti
mation sites «e». The ratio σo

2

σb2 was fixed to 0.15 following trial and error 
calibration. 

For the daily time series of streamflow, the OI analysis is indepen
dently conducted at each time step. The initial calibration of the 
distributed hydrological model provided by the DEH was post-processed 
using this methodology and will serve as the benchmark to evaluate the 
proposed methodology. 

2.5.2. Multi-model averaging methods 
A total of five multi-model average methods were tested in this study 

and are summarized in Table 3. These different methods allow esti
mating the optimal set of weights (except for the Simple Arithmetic 
Average; AVG method which simply provides equal weights to all sim
ulations) for all 95 individual HYDROTEL simulations to combine them 
together. This multi-model averaging approach aims at combining the 
different simulations’ strengths to outperform each individual simula
tion. Arsenault et al. (2015) and Wan et al. (2021) showed that 
weighting methods generally perform better than the individual hy
drological model simulations. 

The simple arithmetic average (AVG) simply consists in assigning 

Fig. 2. HYDROTEL calibration procedure.  

Fig. 3. Flow chart of the proposed methodology.  
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equal weights to each simulation. The Bates and Granger Averaging 
(BGA; Bates and Granger, 1969) method relies on the assumption that 
the simulations are unbiased and that their errors are uncorrelated. The 
BGA method computes weights (WBGA) as follows: 

WBGA =

(
1

σ2
i

)

∑n
i=1

1
σ2

i  

where σi refers to the variance of the simulated streamflow from simu
lation i. 

Finally, the Granger-Ramanathan methods A, B and C (Granger and 
Ramanathan, 1984) methods were employed in this study. Method A 
(GRA) is based on the ordinary least squares (OLS) algorithm and 
computes its weights (WGRA) as follows: 

WGRA =
(
QsimT • QsimT)− 1

• QsimT • Qobs  

where Qobs and Qsim are the observed vector and simulated matrix of 
streamflow, respectively. Variant B (GRB) is similar to the GRA, but the 
OLS algorithm is constrained to ensure that the sums of the weights are 
equal to unity. Variant C (GRC) is unconstrained, but it incorporates a 
bias-correction of the average streamflow using a constant term. 

Initially, the Bayesian Model Averaging (BMA; Neuman, 2003) was 
considered in this study. However, it was found that it was unable to 
converge to an acceptable set of weights when using all 144 HYDROTEL 
simulations. Additionally, due to its iterative nature, the BMA’s long 
computing time made it impractical to use throughout the analyses. 

Two different metrics were used to evaluate the performance of the 
various multi-model averaging methods: the KGE (see Equation (1), and 
the normalized root-mean-squared-error (NRMSE) of the daily annual 
maxima streamflow (Qx1day). While the KGE provides a measure of 
performance across the whole hydrograph, the NRMSE Qx1day metric 
aims at larger values which are more closely related to the values 
typically used in a flood frequency analysis. However, the NRMSE 
Qx1day does not take the timing of the events into consideration. 

3. Results 

3.1. Calibration results 

The first step was to generate an ensemble of HYDROTEL simulations 
with as much variability as possible, to maximize the flexibility of the 
multi-model averaging approaches. In total, 144 simulations were 
generated by combining various meteorological data sources and model 
physiographic parameters, as illustrated in Fig. 2. The calibration results 
for each basin (y-axis) and each model setup (x-axis) are presented in 
Fig. 4. Most cases generate acceptable and generally good-quality KGE 
scores, meaning that the calibrations performed well on those cases. 
Calibration KGE scores are acceptable for most basins considering the 
regional calibration method employed, which sacrifices basin-specific 
skill for overall robustness over the entire domain. A clear pattern is 
also seen, wherein every 16 simulations, a significant change in per
formance is observed. This structure reflects changes in the input 
meteorological data, where the DCAQ, ERA5 and SCDNA data appear in 

Table 3 
Multi-model averaging methods tested in this study.  

Acronym  Method description Reference Weights sums to unity Negative weights possible Bias correction 

AVG Simple Arithmetic Average – Yes No No 
BGA Bates Granger Averaging Bates and Granger (1969) Yes No No 
GRA Granger-Ramanathan A Granger and Ramanathan (1984) No Yes No 
GRB Granger-Ramanathan B Granger and Ramanathan (1984) Yes Yes No 
GRC Granger-Ramanathan C Granger and Ramanathan (1984) No Yes Yes  

Fig. 4. Calibration KGE results for the 144 simulations over the 95 basins over the study domain.  
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succession. The selection of a meteorological dataset for calibration is 
the element that produced the most variability within the results, as can 
be seen by this repeating cycle of 16 simulations. The parameters related 
to the HYDROTEL physiographic setup were less impactful and only 
generated small differences within the simulated hydrographs. 

3.2. Multi-model averaging using all basins 

Once the 144 calibrations were produced, the simulated hydrographs 
were generated and combined using a variety of multi-model averaging 
algorithms. Using a Leave-One-Out Cross-Validation (LOOCV), each of 
the 95 basins was considered pseudo-ungauged and the simulated flows 
were combined for the pseudo-ungauged basin. The KGE and NRMSE 
Qx1day were computed and reported in Fig. 5. First, the optimal inter
polation (OI) allows a significant gain in performance compared to the 
raw HYDROTEL simulations (HYD), both in terms of higher KGE scores 
and lower NRMSE values for Qx1day. Furthermore, the multi-model 
combinations were not able to improve upon the raw simulations as 
significantly as the OI, but some small improvements could be noted 
over the raw simulations for all but the GRC method. However, either no 
gains or only marginal gains were obtained, no matter what multi-model 
averaging method was used. Results are also presented spatially for the 
OI, simple average (AVG) and the GRA weighting method (which was 
considered the best multi-model averaging method here) in Fig. 6. 
However, no striking pattern emerges from these results: all multi-model 
averaging methods seem to perform similarly over the study domain. 

3.3. Multi-model averaging using a year-by-year approach 

The next step was to attempt to extract more information from the 
data by performing multi-model weightings for each year instead of on 
the entire period of the available datasets. Results are shown in Fig. 7, 
and spatially distributed results for methods OI, AVG and GRA again are 
shown in Fig. 8. It is clear from Fig. 7 that there is a significant additional 
gain in performance when computing weights year-by-year, giving more 
flexibility to the multi-model averaging algorithms to fit the optimal 
weights for the given year and not forcing it to compromise to be 

adequate for all years. 
In the year-by-year approach, some multi-model averaging methods 

clearly respond better than when all data was pooled together, notably 
the GRA and GRB methods. GRA was slightly better in this respect and 
was used for the rest of the study. It can be seen in Fig. 8 that GRA 
performed better than the raw simulations for 67 and 63 out of 95 basins 
for the KGE and NRMSE Qx1day, respectively, while the OI performed 
better than the raw simulations for 70 and 66 basins out of 95 for the 
KGE and NRMSE Qx1day, respectively. Therefore, the GRA seems to 
perform at least as well as the OI for this study area and hydrological 
model simulations, both in terms of overall flow simulation (KGE) and 
peak flows (NRMSE Qx1day). 

4. Discussion 

4.1. Improvement using the optimal interpolation 

Optimal interpolation (OI) aims to improve the simulation results 
overall, without regard to discontinuities in the generated hydrographs. 
Since the domain is composed of basins of all sizes, peak flows occur at 
different dates even when driven by the same meteorological conditions 
due to flow routing in larger basins. OI aims to apply spatial corrections 
at each time step, disregarding the state of specific hydrographs. This 
means that a compromise must be made during the interpolation, 
whereby some peak flows are artificially reduced, and others are 
increased, simply due to the timing of nearby basins that are utilized in 
the optimal interpolation. Nonetheless, the method provides good re
sults on average, which is not surprising given that for this purpose, OI is 
a statistically optimal method. The OI simulations were consistently 
better than the raw simulations for a majority of basins (70% to 75% of 
basins), both in terms of KGE and NRMSE Qx1day (as seen in the top of 
the boxplots of Figs. 5 and 7). This method is therefore recommended as 
a good approach for processing distributed model flows, as there is a 
significant gain in overall and peak flow estimations. 

During this study, an attempt was made to combine several simula
tions post-processed by the OI (not shown) with the multi-model aver
aging methods proposed. These tests showed that there was a gain in 

Fig. 5. Leave-One-Out Cross-Validation KGE (a, c) and NRMSE Qx1day (b, d) for the 95 basins considered as ungauged by pooling data from all years and for all 
basins together during multi-model weights calibration. The top panels (a, b) present boxplots of the results, while the bottom panels (c, d) present the difference 
between the results and the OI which serves as the baseline. The values above each boxplot show the number of basins (out of 95) for which the specific method 
performed better than the raw HYDROTEL (HYD) simulations. 
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robustness which was on average better than the individual simulations 
with OI. The robustness comes from the fact that it is not possible to 
select the “right simulation” from the start, when dealing with ungauged 
basins. The gains were only marginal, however, regardless of the 
weighting method used, with similar results obtained with the AVG 
method. One disadvantage of processing OI simulations in a multi-model 
framework is that multi-model weighting schemes maximize perfor
mance by using each simulation’s strengths to reduce the overall error. 
This requires some flexibility and variety in the ensemble of members 
that are used during the weighting. However, OI applies corrections in 
such a way that the resulting hydrographs are much more similar, 
leaving fewer degrees of freedom to the multi-model averaging methods 
to perform efficiently. Therefore, adding more OI simulations to the 
multi-model averaging process only produces asymptotic performance 

gains. In an operational setting, if multiple OI simulations are available, 
it is recommended to use a simple average of all these simulations to 
make gains in robustness, but the gains in performance are expected to 
be marginal. Therefore, the multi-model approach can provide better 
results than OI due to the fact that more information is available in the 
entire process for multi-model methods than what OI can use. 

4.2. Comparing the different multi-model averaging methods 

When using the multi-model averaging methods on the 144 simu
lations, it was found that significant improvements in simulation accu
racy could be observed, even with the simplest averaging methods. This 
is in line with similar studies using lumped hydrological models 
(Arsenault et al., 2015). One exception is GRC, which contains a bias 

Fig. 6. Spatial distribution of the LOOCV values for KGE (a, b, c) and NRMSE Qx1day (d, e, f) for the tested methods OI (a, d), AVG (b, e) and GRA (c, f). GRA weights 
are computed using all available years. 

Fig. 7. Same as Fig. 5, but for all the multi-model methods use a year-by-year weighting instead of a unique one for the entire period.  
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element that is not specific to each site. This constant bias ends up 
introducing errors to all basins, except for the basins whose flows are 
near the ensemble average. With the exception of GRC, the other results 
are in line with what was found previously in the literature, where the 
AVG and BGA methods perform generally worse (lower Nash-Sutcliffe 
values, larger biases) than with the GRA and GRB methods (Wan et al. 
2021). 

Furthermore, methods such as GRA and GRB performed better than 
the others, especially so when the weights were computed on a yearly 
basis. This approach of computing one set of weights per simulation year 
(and shorter periods, as described in the following section) allowed the 
weighting algorithms to adapt to specific hydrometeorological condi
tions over the domain and thus allow for more accurate weighted sim
ulations. This methodology could be criticized for certain contexts as it 
goes against the prevailing notion that models should be as good as 
possible in all conditions, and the current methodology implements a 
form of overfitting that would not be applicable for simulation of longer 
time series. However, when considering the goal of performing a flood 
frequency analysis (especially over ungauged basins), overfitting is not 
necessarily an issue - we argue that it is an advantage. The goal is to have 
the most optimal streamflow simulation with as little uncertainty as 
possible, and by simulating these hydrographs on a year-by-year basis 

with the most precise information as possible for each year, the resulting 
hydrograph is of higher quality than if the weighting was performed 
with a single set of weights for the whole period representing the long- 
term compromise. This method is thus applicable in this study since the 
models and methods are not used for forecasting, but for historical 
simulations. Therefore, overfitting is not an issue in this study. 

4.3. Improvement by computing weights over shorter periods 

As demonstrated with the comparison of boxplots from Figs. 5 and 7 
and maps from Figs. 6 and 8, there is a clear gain in performance by 
averaging weights over a shorter period. With significant gains obtained 
by going from the weights for the whole periods to a year-by-year basis, 
it was of interest to evaluate the limit of using an even shorter period, 
and to determine at which point overfitting would start occurring. Using 
the GRA method (which provided the best results in this study), six 
different periods were tested for the computation of the weights: year- 
by-year, season-by-season (i.e., every three months, starting with 
January, February, and March), month-by-month, 2-weeks-by-2-weeks, 
week-by-week, and day-by-day. Results shown in Fig. 9 indicate that by 
decreasing the period up to the month-by-month period, there is an 
increase in performance for both tested metrics. By going beyond the 

Fig. 8. Same as Fig. 6, but the GRA method uses a year-by-year weighting instead of a unique one for the entire period.  

Fig. 9. Leave-One-Out Cross-Validation KGE (left 
panel) and NRMSE Qx1day (right panel) for the 95 
basins considered as ungauged by pooling data for all 
basins together during multi-model weights calibra
tion. Box plots in purple represent the GRA averaging 
method with the pooling of the data performed at 
various periods: year-by-year (Y), season-by-season 
(S), month-by-month (M), 2-weeks-by-2-weeks (2 
W), and week-by-week (W). The values above each 
boxplot show the number of basins (out of 95) for 
which the specific method performed better than the 
raw HYDROTEL (HYD) simulations. (For interpreta
tion of the references to colour in this figure legend, 
the reader is referred to the web version of this 
article.)   
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year-by-year period, the multi-model averaging method also starts to 
perform similarly to the OI method. However, when going beyond the 
month-by-month period, weights are starting to be overfitted, resulting 
in poorer performance when conducted in a cross-validation context like 
the one in this study. For instance, the day-by-day period (not shown in 
Fig. 9 since all the values were below the 0.5 KGE value) is strongly 
impacted by overfitting since there 144 weights to fit 95 values only. 

To determine if a pattern exists in the improvement observed in 
Fig. 9, we compared these results with basin descriptors presented in 
Table 1. However, we found no correlation between any of the basin 
descriptors and the KGE or NRMSE Qx1day results obtained in this 
study, for all periods used to compute the weighting (i.e., year-by-year 
up to week-by-week). Notably, Arsenault et al. (2015) and Wan et al. 
(2021) conducted geographic analyses and identified low-performance 
basins located in arid regions with total annual precipitation below 
500–600 mm/year. This could be attributed to the hydrological model 
being more suitable for humid climates and areas with strong snow 
accumulation. In our study, the driest basins had an average annual 
precipitation of around 800 mm/year, which is significantly above the 
threshold suggested by Arsenault et al. (2015) and Wan et al. (2021). 
This finding may explain why almost all basins exhibit improved results 
from the computation of weights over shorter periods. 

4.4. Using more diverse hydrological models 

When it comes to adding more flexibility to the sample of simula
tions, different formulations and models for the different hydrological 
processes can also be used. Unfortunately, the flexibility offered by the 
distributed model used in this study was limited to different potential 
evapotranspiration formulas in this regard. The focus has been put on 
different types of calibration and datasets to obtain the desired flexi
bility in our sample. 

It is expected that different formulations and models for the hydro
logical processes or even different hydrological models altogether could 
achieve the desired results as well. To test this hypothesis, additional 
tests were conducted by calibrating three lumped hydrological models 
only using the MELCC dataset and the Oudin PET formula (Oudin et al., 
2005):  

• GR4J with the CemaNeige snow module (Perrin et al., 2003; Valéry, 
2010)  

• HMETS (Martel et al., 2017)  
• MOHYSE (Fortin and Turcotte, 2007) 

Even though the use of lumped models has its own shortcomings 

when it comes to dealing with prediction in ungauged basins (PUB), 
such as the need to regionalize parameters, they still allow us to glean 
some insights on the benefit of adding completely different hydrological 
model structures. The multi-model average methods were applied on all 
three lumped hydrological models as well as the raw HYDROTEL 
simulation (four simulations in total). It can be seen in Fig. 10 that 
greater improvements were obtained in comparison with the different 
simulations from HYDROTEL, exceeding the OI in terms of performance. 
This suggests that HYDROTEL did not provide sufficient flexibility in its 
structure, limiting the hydrograph variability to that of the various 
datasets and calibration schemes. Thus, combining different hydrolog
ical models (both lumped and distributed), or using a model with more 
flexibility in its structure could allow it to reach the desired gains in 
performance. 

Hydrological models have varying strengths and weaknesses, and no 
single model outperforms others in all basins. In this study, three lumped 
hydrological models were tested, and GR4J, HMETS, and MOHYSE 
achieved the best KGE values respectively on 82.11 %, 16.84 % and 
1.05 % of the basins. As suggested by Wan et al. (2021), combining 
multiple hydrological models calibrated with different objective func
tions can lead to more efficient and robust results, as observed in this 
study with significant improvement obtained using multiple HYDROTEL 
calibrations (Figs. 5 to 9) and different hydrological models (Fig. 10). 
Arsenault et al. (2015) also demonstrated that even models that yield 
poorer results across all basins should still be included, as they can 
contribute to the multi-model averaging performance. They showed this 
using a multi-objective optimization approach aimed at maximizing the 
objective function and minimizing the number of simulations in the 
multi-model averaging, with even the worst-performing model (also 
MOHYSE) making regular contributions. 

It should be noted that the OI used as a baseline in this study is 
conducted using a regional calibration from HYDROTEL that is not 
specifically calibrated at each local site. On the other hand, the lumped 
hydrological models used in this additional analysis are calibrated 
locally at each site. While the results showed improved performance by 
using these lumped hydrological models over the OI, it can be expected 
that the simulation at ungauged sites from a regional model like 
HYDROTEL are likely to be more robust than those from lumped models 
that would require to be regionalized. 

As demonstrated in the previous section, additional gains in perfor
mance can be obtained by computing weights over a shorter period (e.g., 
year-by-year, season-by-season, or month-by-month). It can be noted 
that improvement is obtained even up to the day-by-day period. This is 
likely due to the fact that there are only 4 hydrological models being 
combined, resulting in 4 weights for a minimum of 95 values at the day- 

Fig. 10. Same as Fig. 9, but using the four hydrological models.  
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by-day period, avoiding overfitting. However, the gain in performance 
when combining the four hydrological models (Fig. 10) compared to the 
combination of all 144 HYDROTEL simulations (Fig. 9) is much smaller. 
This is likely because the four hydrological models are already providing 
most of the flexibility needed, reducing the potential gain in perfor
mance to be made by computing weights over shorter periods. This 
finding suggests that the flexibility needed to increase the multi-model 
averaging performance can be obtained in different manners, namely:  

1. Increasing the number of calibrations from a given hydrological 
models by using alternative parameters, meteorological datasets, or 
model structure.  

2. Increasing the number and variety of hydrological models (both 
lumped and distributed).  

3. Reducing the period at which to compute the weights of the multi- 
model averaging. 

4.5. Flood frequency analyses comparison 

Considering that the main objective of this study was to generate the 
most accurate historical streamflow pseudo-observations for conducting 
a flood frequency analysis in ungauged basins, additional analyses were 
conducted to evaluate the proposed methodology. To carry out these 
analyses, four different basins were selected, including one large and 
one small basin located on the North shore, as well as one large and one 
small basin on the South shore. All four selected basins had complete 
time records between 1979 and 2017. The best overall multi-model 
method (GRA), which uses a year-by-year period (GRA Y) for 
computing the weights, was compared with OI and observations. 

Table 4 shows the results of KGE and NRMSE Qx1day values for the 
four chosen basins. These four basins exhibit a similar pattern to the 
boxplots illustrated in Fig. 9. Improvements in performance can be 
observed up to the season-by-season or month-by-month period, fol
lowed by a decline. Although this trend is apparent in the KGE results, 
some differences are noticeable for the NRMSE Qx1day, particularly in 
the basin 061022. 

The simulations of the annual maxima series (Qx1day) were first 
compared, as these are directly used by the flood frequency analysis. The 
results are shown in Fig. 11. However, it is important to note that not all 
basins provided satisfactory results for either the GRA S, the OI, or both. 
Overall, it was observed that both methods provide good estimations of 
observed streamflow in a LOOCV context. GRA Y does not typically lead 
to overestimations of Qx1day, while OI tends to slightly overestimate 
the results for the larger basins (Fig. 11-a and b). However, GRA Y un
derestimates the results for basin 030,282 (Fig. 11-d). 

Using the Qx1day time series presented in Fig. 11, flood frequency 
analyses were conducted and the results are presented in Fig. 12. The 
Gumbel distribution was used and its parameters were adjusted using 
the maximum likelihood approach. In all cases, both methods are able to 
provide good results mostly within the 95% confidence intervals of the 
observations (except for the lower return periods in basin 061,022 – 
Fig. 12-b). With respect to the selected basins, the GRA Y method tends 
to provide results closer to observations while OI tends to slightly 
overestimate the values while remaining within the confidence interval 

boundaries, in line with results obtained in Fig. 11. However, this is not 
necessarily the case for all basins where different behaviors are 
observed. The aim of this analysis was simply to validate if the estima
tions provided by both methods led to satisfactory results for a flood 
frequency analysis. 

As a reminder, the results obtained for the multi-model approach 
could be significantly improved if more structural variability was 
possible for HYDROTEL, as demonstrated with results and discussion in 
section 4.4 and Fig. 10. Thus, while already providing satisfactory re
sults, this method can still be improved beyond what is obtained in this 
paper. 

4.6. What is the best method to use? 

In this study, raw simulations were improved through two ap
proaches: the optimal interpolation (OI) as implemented by Lachance- 
Cloutier et al. (2017) was used as the reference case, and the multi- 
model averaging method. Both methods have advantages and short
comings that need to be mentioned. 

First, it is important to note that this study implements a two-step 
approach to estimating flows at ungauged basins on a regional scale. 
Typically, regionalization methods perform either (1) model parameter 
regionalization at ungauged sites, (2) distributed model regional simu
lations or (3) for hydrological indicators, statistical methods such as 
regression and kriging have also been proposed. Model parameter 
regionalization requires modelling each basin individually and simu
lating them with a hydrological model, which is parameterized using 
“donor” basin parameters. This method introduces high levels of un
certainty and introduces major spatial discontinuities between neigh
boring basins depending on their physical characteristics (Arsenault and 
Brissette, 2014; Razavi and Coulibaly, 2013). The distributed hydro
logical model method performs reasonably well (in this study raw 
HYDROTEL simulation), but it is also a compromise solution where the 
model is made to simulate flows adequately on all sites by allowing loss 
of skill on some of the basins (Kumar and Samaniego, 2013). Finally, 
statistical methods to regionalize peak flows have been proposed, but 
suffer from the same limitations as model parameter regionalization in 
terms of uncertainty (Perez et al., 2019). Recently, deep learning ap
proaches have started being used to estimate streamflow at ungauged 
sites, but these have been applied in large-scale applications of multiple 
basins and not on a regional domain with a wide array of basin scales 
(Arsenault et al. 2023, Kratzert et al. 2019). A combined approach was 
implemented by Wang et al. (2023) where a distributed model had its 
parameters regionalized using random forest methods in China, with 
success. Therefore, the two methods presented in this study are post- 
processing steps that take the result from a distributed regional model 
and improve them by reducing the effects of the compromise of regional 
calibration. 

The OI is a simple data assimilation technique that has multiple 
advantages: it is a statistically optimal method based on known theory, 
provides smooth spatial corrections by taking all spatial components 
into consideration, can be conducted on each day independently, and 
requires low computational power. However, this method also has 
various shortcomings that should not be overlooked: breaking down the 

Table 4 
KGE and NRMSE Qx1day results for the four selected basins.   

KGE NRMSE Qx1day  

041,902 061,022 023,303 030,282 041,902 061,022 023,303 030,282 

GRA  0.770  0.887  0.876  0.784  0.243  0.245  0.194  0.322 
GRA Y  0.775  0.867  0.865  0.807  0.295  0.279  0.166  0.239 
GRA S  0.848  0.897  0.869  0.823  0.244  0.327  0.196  0.177 
GRA M  0.852  0.877  0.861  0.815  0.293  0.396  0.198  0.257 
GRA 2 W  0.850  0.853  0.844  0.800  0.313  0.428  0.251  0.248 
GRA W  0.831  0.812  0.801  0.745  0.305  0.511  0.345  0.334  
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Fig. 11. Qx1day values for observations (black), OI (orange) and GRA Y (purple) over two basins on the North shore (top) and two basins on the South shore 
(bottom). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 

Fig. 12. Flood frequency analyses using the Gumbel distribution on the Qx1day values for observations (black), OI (orange) and GRA (purple) over two basins on the 
North shore (top) and two basins on the South shore (bottom). (For interpretation of the references to colour in this figure legend, the reader is referred to the web 
version of this article.) 
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spatial structure of data, discontinuities in the data, smoothing of 
maximum events, does not provide correction for sites where the closest 
observation is too far, and generation of inconsistent reaction times, 
since the method does not guarantee mass balance preservation. 
Essentially, OI can lead to discontinuity in the hydrograph because the 
error field is interpolated each day based on the differences between the 
observations and the model simulations at the gauged sites. The error 
field is then spatially applied to all simulated discharges in the modelled 
region. However, this can cause problems when the hydrological model 
output is dependent on exogeneous variables such as basin size. Indeed, 
a large basin could have a delayed response (multiple days) to a pre
cipitation event, whereas a small neighboring (or nested) basin would 
react on the same day. Therefore, the error field would correct the large 
peak flood at a later date which could then impose a large (yet unnec
essary) correction on the smaller basin. Also, significant discontinuities 
can be introduced since the closest observed hydrometric stations can 
vary over time when some enter service and others are shut down. While 
a technique like OI provides significant gains in terms of performance 
over the raw simulation from a hydrological model, its various short
comings are undesirable when conducting a flood frequency analysis, 
especially on ungauged basins. 

The multi-model averaging method has the advantage of not having 
the shortcomings from a typical data assimilation method such as OI, 
since the time-series are continuous (except during transitions when 
weights change) and depend on blending model outputs, which does not 
produce temporal inconsistencies. Contrary to the OI, sites far away 
from observations will also be corrected since the same weights will be 
applied to all simulations, regardless of their location. Also, the multi- 
model method does not perform any smoothing of time series since 
the same weights are applied each day, which means the timing of 
hydrographs’ peaks is preserved. Furthermore, additional degrees of 
freedom can be relatively easily added to improve its performance by 
adding more simulations and/or by computing the weights over a 
shorter period. However, temporal breaks can end up introduced when 
using weighting based on shorter periods (e.g., year-by-year or month- 
by-month). In an operational context, the challenge lies in the ability 
to generate a limited number of simulations that are sufficiently 
different from one another to combine their strengths, while typically 
using the same hydrological model used by the agency or organization to 
limit overhead related to maintenance and training on multiple models. 
There are other shortcomings what should not be overlooked as well: 
this method does not adjust to the information available at measurement 
sites, it has no guarantee of mass balance preservation, it can propose 
negative weights or weights not adding up to 1, which can have a 
dubious physical meaning and it scores highly on average values (KGE), 
but can be less efficient on peak values. 

It was hypothesized that accessing a wider variety of simulations 
would give more flexibility to the multi-model averaging scheme, which 
would then allow for more accurate simulations. By design, this method 
would not create discontinuities except at the beginning of each period 
due to the weights being recomputed if a shorter period than the full 
period is used. Currently, the multi-model approaches using the 144 
HYDROTEL simulations achieve similar performance levels as OI (and 
better results when the period is reduced). While a relatively large 
number of simulations were used, they were mostly based on various 
climatological datasets and different calibrations. Ideally, changes in 
model structure (e.g., snowmelt, routing, and infiltration modules) 
could have provided more variety and potentially helped improve the 
results even further, as suggested by the results of the previous section. 
However, HYDROTEL’s internal mechanics could not be modified in this 
study. 

A potential advantage of the multi-model average method over the 
OI that was not investigated in this study would be the capacity to apply 
the weighting in a context where observations would not be available. 
For instance, in a climate change impact study using future simulations, 
pre-computed weights for the multi-model averaging could still be used. 

4.7. Limitations 

This study was performed on a regional distributed model and the 
results were evaluated on pseudo-ungauged sites. However, the gauged 
basins are typically relatively large (the smallest was 44 km2, and the 
median was almost 1000 km2). It is therefore possible that the results do 
not scale well with much smaller size basins since this has not been 
tested. However, this is also true for the OI method application, there
fore no strong conclusion on the generalizability of either method can be 
made. The results seem to point to the methods being applicable without 
any correlation to basin size, but this cannot be proven at this time. This 
should be tested in future studies, where very small gauged basins would 
also be included. 

Another limitation is that of observed flow uncertainty. Observed 
flow measurements are known to be highly uncertain and noisy, which 
can lead to errors that propagate throughout the process. For example, 
the multi-model weights are computed by minimizing differences be
tween the weighted streamflow and the observed flows. Any errors or 
biases in the observed flows would then propagate into the multi-model 
weights and would affect the quality of the simulation on the gauged and 
ungauged basins. However, by taking weights over longer periods, the 
epistemic uncertainties should be abated somewhat, leading to a more 
robust signal. On the other hand, OI generates error fields that are 
computed each day, so it could be prone to more uncertainty emanating 
from the observed flow random errors. Therefore, obtaining a good es
timate of observed flow uncertainty would help finding more robust 
methods that could take this uncertainty into consideration during the 
calculation of weights. 

Finally, this study investigates the performance of the simulation 
methods using two metrics, KGE and NRMSE Qx1day. It is important to 
note that the hydrological model was always calibrated using KGE, and 
therefore is expected to reproduce overall hydrographs well, with a 
smaller emphasis on the peak flows. It could have been possible to 
calibrate on an objective function that weights the peak flows more 
heavily in order to maximize performance of the Qx1day metrics, but 
this would have been at the expense of the other flow regimes. There
fore, the calibration on KGE is a compromise solution that can still 
provide estimates of Qx1day with a good level of confidence. 

5. Conclusion 

Estimating streamflow and peak flows at ungauged sites is still a 
challenge today due to the various sources of uncertainty and highly 
spatially heterogeneous nature of hydrological processes. In this study, 
we attempted to provide the most precise hydrographs possible on a 
historical period and using a distributed hydrological model, in such a 
way that it would be possible to process the hydrological model simu
lations to obtain accurate hydrographs on the entire region. Using a 
leave-one-out cross-validation methodology applied to 95 basins, we 
were able to show that the HYDROTEL model simulations could be 
substantially improved using optimal interpolation (OI). However, some 
drawbacks associated with this method led us to attempt a second 
method. The alternative method was the application of multi-model 
averaging techniques to a large variety of hydrological model simula
tions. Some multi-model methods performed better than others, but the 
GRA method showed similar performance to that of OI without any of 
the drawbacks. This means that the historical period hydrographs could 
be generated with more confidence, which can then lead to better esti
mates of peak flows. This is an important step towards modeling peak 
flows for flood frequency analysis. Given the fact that these results were 
all obtained considering the basins as ungauged, there is a high confi
dence that the method can be applied over the entire domain covered by 
the HYDROTEL model. This also means that estimating flood risk at 
these ungauged basins can be made with higher confidence. 

Interestingly, the multi-model averaging approach does not suffer 
from the scale issues faced by the OI method. Indeed, OI generates 
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correction factors for each time step independently from one another, 
meaning that errors computed from small gauges with reactive basins 
will propagate to larger basins with slower reaction time, therefore 
impacting the peak flow timing and amplitude. The multi-model aver
aging method does not have this inconsistency as all weights are 
computed over longer time horizons and over many basins, but then 
applied on the simulated flow for the specific basins. Therefore, peak 
flow amplitude and timing are preserved. 

This study also highlighted the fact that multi-model averaging 
methods require a certain level of variability within the simulations pool 
to maximize their effectiveness. The HYDROTEL model, although driven 
with multiple weather forcings, parameters and time horizons, was not 
able to provide as much structural variability as required and as 
demonstrated by using the lumped hydrological models. Future research 
should make use of additional distributed hydrological models to 
implement regional multi-model simulations with a higher degree of 
simulation variability. 
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modèles hydrologiques coûteux en temps de calcul, École de technologie supérieure. 
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