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A B S T R A C T

Offline handwritten text recognition (HTR) typically relies on segmented text-line images for training
and transcription. However, acquiring line-level position and transcript information can be challenging
and time-consuming, while automatic line segmentation algorithms are prone to errors that impede the
recognition phase. To address these issues, we introduce a state-of-the-art solution that integrates vision
and language models using efficient split and multi-head attention neural networks, referred to as joint
attention (ResneSt-Transformer), for end-to-end recognition of handwritten paragraphs. Our proposed novel
one-stage, segmentation-free pipeline employs joint attention mechanisms to process paragraph images in an
end-to-end trainable manner. This pipeline comprises three modules, with the output of one serving as the
input for the next. Initially, a feature extraction module employing a CNN with a split attention mechanism
(ResneSt50) is utilized. Subsequently, we develop an encoder module containing four transformer layers to
generate robust representations of the entire paragraph image. Lastly, we designed a decoder module with six
transformer layers to construct weighted masks. The encoder and decoder modules incorporate a multi-head
self-attention mechanism and positional encoding, enabling the model to concentrate on specific feature maps
at the current time step. By leveraging joint attention and a segmentation-free approach, our neural network
calculates split attention weights on the visual representation, facilitating implicit line segmentation. This
strategy signifies a substantial advancement toward achieving end-to-end transcription of entire paragraphs.
Experiments conducted on paragraph-level benchmark datasets, including RIMES, IAM, and READ 2016
test datasets, demonstrate competitive results compared to recent paragraph-level models while maintaining
reduced complexity. The code and pre-trained models are available on our GitHub repository here: HTTPSlink.
1. Introduction

Historical documents (HD) often require optical character recogni-
tion (OCR) systems to extract text data. One popular approach is the
handwritten text recognition (HTR) model. HTR can identify individual
characters within an image of handwritten text [1,2]. Conventional
methods for achieving this involve the segmentation and transcription
phases. However, unlike printed texts, handwriting images are chal-
lenging to split into characters due to various reasons such as: cursive
text, inter-intra class variations and quality of background images.
Early algorithms attempted to use heuristic over-segmentation to com-
pute segmentation hypotheses for characters, which were then scored
as a whole. Over the decades, significant research has been dedicated to
studying word-level and line-level segmentation-based techniques for
handwriting.

Despite significant advancements, the HTR problem remains chal-
lenging due to the inherent variability in handwriting between and
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within classes. Segmentation-free approaches have been developed to
overcome this, which take a whole word image as input and generate a
series of scores. These scores can then be decoded using a lexicon to re-
trieve the original sequence of characters. However, when dealing with
paragraph image recognition, researchers face additional challenges.
For example, the modeling framework must include mechanisms for
detecting and recognizing text regions within paragraph images. Ad-
ditionally, the model must establish a reading order to retrieve the
final paragraph transcription from all the seen text parts. Handwritten
paragraphs exhibit various patterns, such as horizontal and vertical
alignment, skew, and slanted text, further complicating recognition.

The accuracy of the preceding text detection and segmentation
steps often limits a brief background about HWR models. Motivated
by this, Wigington et al. [3] presented a deep learning model that
jointly learns text detection, segmentation, and recognition mainly
using images without detection or segmentation annotations. The study
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by [4] aims to accomplish two main objectives. First, it endeavors
to create two distinct datasets: the Mayek27, which consists of 4900
isolated characters from the Meitei Mayek alphabet, and the MM
(Meitei Mayek) dataset, which contains 189 pages of comprehensive
handwritten text. For the lack of training data [5] proposed a ran-
dom text line erasure approach that randomly erases text lines and
distorts documents. Yousef et al. [6] present a newly developed neu-
ral network module, OrigamiNet. This module can enhance any fully
convolutional, CTC-trained single-line text recognizer into a multi-line
version. This is accomplished by providing the model with the adequate
spatial capacity to effectively collapse a 2D input signal into a 1D
representation while maintaining information integrity. The proposed
method is deemed novel and straightforward in design. To this end,
Dolfing [7] investigated an end-to-end inference approach without text
localization which takes a handwritten page and transcribes its full text.
Sharma et al. [8] presented a fully convolution-based deep network
architecture for cursive handwriting recognition from line-level images.
Singh et al. [9] presented a Neural Network-based Handwritten Text
Recognition (HTR) model architecture that can be trained to recognize
the entire handwritten or printed text page without image segmenta-
tion. Authors in this study [10] presented an efficient procedure using
two state-of-the-art approaches from the literature of handwritten text
recognition as Vertical Attention Network and Word Beam Search. It is
stated that the approach being discussed requires additional physical
segmentation annotations to train the segmentation stage. To address
this issue, Coquenet et al. [11] proposed an end-to-end approach that
performs handwritten text recognition for the entire document, thereby
eliminating the need for additional physical segmentation annotations.

Text extraction can be challenging because various factors can pose
difficulties in accurately extracting text from images or other media.
However, Nag et al. [12] present a novel unified method for tackling
these challenges. According to the authors, [13], their model contains
an innovative process of mapping an image to a sequence of characters
corresponding to the image’s text by combining deep convolutional
networks with recurrent encoder–decoders. In their work, Carbonell
and colleagues [14] introduced an integrated model designed to con-
currently carry out the tasks of detecting, transcribing, and recognizing
named entities in the handwritten text at the page level. This com-
prehensive approach allowed the model to take advantage of common
features across these tasks, enhancing its overall performance. In this
study [15], the authors presented an approach for determining whether
a document scan contains handwriting. Authors [16] presented a line
segmentation algorithm for Urdu handwritten and printed text and
subsequently to ligatures of binding two characters or words together.
Kaur et al. [17] proposed a holistic approach and eXtreme Gradient
Boosting (XGBoost) technique to recognize offline handwritten Guru-
mukhi words. This raises the question: are segmentation-free strategies
the best solution to HTR? Peng et al. [18] proposed a method that uti-
lizes a simple yet efficient fully convolutional network for recognizing
handwritten Chinese text.

Advancements in text extraction from images are evident across
various approaches [19–22]. These include deep learning models for
license plate recognition, semantic graph embedding techniques, al-
gorithms for sorting characters in multi-line license plates, and tools
combining computer vision and machine learning for efficient table
textual extraction. All these strategies signify substantial progress in
text extraction and recognition technology.

Most existing methods for handwriting recognition use two stages:
text segmentation and text recognition. The first stage involves seg-
menting the text using a hidden Markov model (HMM) [23,24], while
the second stage was focused on text recognition. Although each stage
could produce good results independently, they have some fundamental
flaws. For instance, manually constructing ground truth segmentation
and transcription labels at the line level is costly and time-consuming.
2

Moreover, any segmentation mistakes can lead to recognition errors,
which can impact the system’s overall accuracy. Additionally, modify-
ing one stage may require retraining the other stage to ensure optimal
performance. Furthermore, explicitly segmenting the text presents the
issue of how to define a line, which can be a challenging task.

Our proposed approach addresses traditional segmentation-based
models’ limitations by introducing an end-to-end HTR model that does
not require prior segmentation or a constrained lexicon. We synthesized
and augmented existing paragraph-level datasets to achieve this and de-
veloped an optimized pipeline for our HTR model. The attention mech-
anism in each block of our proposed architecture plays a crucial role in
helping the model learn robust line representations within a paragraph
and decode the corresponding language dependencies of character
sequences. We use a Convolutional Neural Network (CNN) split atten-
tion (ResNeSt50) for feature extraction, generating a two-dimensional
feature map for each image by combining convolution with depth-wise
separable convolutional modules. An encoder–decoder transformer-
based multi-headed self-attention is the transcriber method, making
our model capable of retrieving textual information from an input
image, regardless of document restrictions such as text size, style, or
layout. Our experiments have shown that our proposed model performs
better than traditional segmentation-based models, slightly improving
HTR performance. As a result, laborious, error-prone ground truth
segmentation and transcription labels are no longer needed at the line
level. In summary, the following contributions are made:

• Our research presents an innovative approach for HTR that in-
volves a one-stage segmentation-free pipeline with joint atten-
tion mechanisms, enabling end-to-end transcription of the entire
paragraph.

• In this study, the focus is on exploring the combination of SOTA
deep learning methods for HTR to alleviate the challenges posed
by complex segmentation hypotheses. The approach is to shift
from line segmentation to processing the entire paragraph, which
has consistently improved HTR performance by simplifying the
implementation process.

• To achieve this, we leverage the latest state-of-the-art vision and
language models, such as split and multi-head attention neural
networks (ResneSt-Transformer). These models allow us to bypass
the need for line segmentation or a pre-defined lexicon, making
the transcription process more efficient and accurate.

• Data augmentation was performed on synthetic paragraph im-
ages using the IAM line dataset, READ2016 line dataset, and
the RIMES line dataset, which contributed to the competitive
performance of the model using only a few publicly available
paragraph annotations.

• The proposed architecture is tested on three benchmark datasets,
including IAM, READ2016, and RIMES, and produces results
that are competitive with those achieved by traditional methods.
However, our less complex approach represents a significant step
toward a more streamlined transcription process.

• The proposed model based on segmentation-free and lexicon-
free techniques demonstrates excellent generalization power, as
evidenced by both quantitative and qualitative results.

The study conducted experiments on three public datasets of hand-
written paragraphs, Rimes, READ 2016, and IAM. It achieved compet-
itive results with state-of-the-art models that use ground-truth para-
graph segmentation. As for the rest of the paper, Section 2 discusses re-
lated methods and modeling choices. Section 3 describes the proposed
modification and provides system details. Section 4 presents the exper-
iment results. Section 6 presents a brief discussion that compares the
proposed system with other methods, suggests potential improvements,

and discusses the challenge of applying it to full documents.
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2. Related works

The literature review highlights that previous research on text
recognition has mainly focused on recognizing single lines of text,
with relatively little attention given to identifying entire paragraphs.
The study categorizes the methods used in this research according
to two key characteristics: (a) segmentation-free methods, which do
not require explicit text line segmentation before recognition; and (b)
segmentation-based approaches, which typically involve explicit text
line segmentation before recognition.

2.1. Segmentation-free text recognition methods

Multiline recognition systems, as described in several studies [25–
29], recognize entire paragraphs or pages without initial segmentation.
These systems use CNN-attention coupled with decoder attention net-
works, such as LSTM attention with the CTC function. Some studies,
like [25,26], use attention mechanisms for paragraph recognition tasks
with implicit line and character segmentation. The authors [30] pro-
posed attention blocks with encoder–decoder architectures at the line
and character levels. The subnetwork decoder (LSTM) generates output
based on the characters’ likelihood computed from the representation.
These topologies require line-level image pre-training but do not re-
quire line breaks at the transcription label. Another study by [31]
proposed an implicit segmentation Urdu character recognition system
in which an MD-LSTM-based recognition engine is trained on statistical
features.

Bluche et al. [26] proposed a model that can identify a single
paragraph without making assumptions about the document’s layout or
size. However, this technique required enormous memory requirements
and lacked GPU acceleration for MDLSTM training. Additionally, the in-
ference time was unacceptable, eventually abandoning this technique.
Later, an extended work by Bluche et al. [25,32] proposed a new model
that could recognize paragraphs by applying the CTC encoder approach
and the Multidimensional (MDLSTM) attention model, which outputs
a single text-line via an automatic line segmentation method. This ap-
proach is much better than the single-line recognition model. However,
it has a hard-coded assumption that the text line extends horizontally
from left to right (LR - Latin scripts) and fills the entire input image.
As a result, this approach only works on paragraph segmentation and
fails to handle text layouts. Furthermore, this approach cannot output a
variable-length sequence, and a hard separator joins the predicted lines.
Therefore, there is a lower likelihood that the model will accurately
recreate blank lines and indentations.

Kaltenmeier et al. [33] proposed a segmentation-free Hidden
Markov Model (HMM) based method that can output the sequence
scores of the image text (word level) with the help of the lexicon dic-
tionary used for the decoding step. Unlike Bluche et al.’s approach, this
method does not rely on segmenting text lines or paragraphs. Instead, it
recognizes individual words based on their probabilities and the lexicon
dictionary. This approach is advantageous when dealing with images
that contain irregular or distorted text. However, the model’s accuracy
depends heavily on the quality of the lexicon dictionary. Therefore,
building a high-quality lexicon dictionary is crucial to achieving the
best results.

Coquenet et al. [34] introduced the vertical attention network
(VAN) - a cutting-edge solution for recognizing paragraph-level docu-
ments using a hybrid attention mechanism to process paragraph images
line by line iteratively, relying on line annotations. This unique ap-
proach enables VAN to implicitly segment the text while accurately
recognizing character sequences associated with each line. With this
innovative technique, VAN further elevates the accuracy and efficiency
3

of its text recognition capabilities.
2.2. Segmentation-based recognition methods

HTR models aim to recognize text strings in scanned documents,
including Historical Documents (HD). Sueiras et al. [35] proposed a
sequence-to-sequence deep neural network model that uses a hori-
zontally sliding window over word image patches. Sueiras’s model
performed best on the word level of the IAM and RIMES benchmark
datasets using the MDLSTM/CTC architecture. Similarly, the work of
Ma et al. [36] introduced a novel multi-scale attention network to
extract a robust representation of text images and improve performance
by replacing the fully connected layer with a global maximum pooling
layer. In contrast to printed text, handwritten scanned documents
are challenging to segment into different characters, and the tradi-
tional approach [37–39] involves an initial segmentation step followed
by transcription. Traditional machine learning methods with hidden
Markov models (HMMs) were employed in the early stages of devel-
oping HTR systems. When character segmentation was required for
further text processing, the work of Mohamed et al. [40] and Mou-Yen
et al. [41] attempted to calculate character segmentation hypotheses
by performing heuristic over-segmentation and evaluating groups of
segments.

Unlike [25,26], [3] do not require a pre-segmentation as earlier
approaches, such as those developed by [3,42]; they focus on paragraph
and full-page handwritten text recognition. The latter techniques [3]
on training data require a prior selection for text lines (ground-truth)
to learn text line localization by individual networks or subnetworks
in a multitasking network. Line breaks are marked on any textual
ground-truth transcriptions. The idea of adapting [3] as a combinatorial
optimization problem presented by [42] in a weakly guided fashion in
which the authors suggested aligning the anticipated transcription and
the corresponding ground truth. These methods established the align-
ments to be greedily resolved without the requirement for transcription
line breaks. However, [42] takes the same amount of pre-training as [3]
and performs at a lower level than either of the previous examples.

Bluche and Messina [26], and Puigcerver [29] followed the trend
toward a more parallel architecture by replacing the MDLSTM encoder
with CNN while still relying on CTC. The segmentation and recognition
text line tasks are presented as two distinct networks by [43]inspired
by object recognition methods. By focusing on modular techniques, the
authors proposed a pipeline and described it in detail in [43]. The
passages distinguish handwritten text areas, apply object recognition-
based word-level segmentation is made, and the words are arranged
logically. In contrast to [43], which focuses on line-level recognition,
the authors of [44], taking an approach similar to that of [43], offers
an end-to-end paradigm based on word-level recognition rather than
line-level recognition.

MDLSTM [45], hybrid CNN coupled with Bidirectional (BLSTM)
[46] attention encoder–decoder [47] and Gated fully convolutional net-
work (GFCN) [48] are examples of improved techniques. CNN coupled
with MDLSTM [49] can identify the beginning of each line reference,
and MDLSTM can recognize text lines by using a special line ending
token. Particularly suitable in multiline and full paragraph texts where
CNNs operated as segmented multiline predictors, as in [3,42]. The
iterative procedure then builds a normalized line by predicting the next
location depending on the present position until the end of the line.
Finally, CNN + BLSTM served as OCR for line-level recognition. The
network will only operate with transcription labels in this situation. Un-
like the work of [3,42] that is based on a segmentation-free technique
to handle transcriptions without line breaks at the paragraph level.

2.3. Deficiencies in current models

Though [25] is comparably faster to train than [26], in both works,
their encoder subnetworks require pre-trained on isolated-line images
before training on paragraph images. Hence, [25,26] are slow and hard

to train, unlike our experiments. Our proposed model is straightforward
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to train directly on paragraph images. Whereas most existing HTR
models need prior image segmentation [50] to extract text components
such as characters, words, and lines, these approaches have several
flaws. These methods of image-text segmentation rely on heuristics
or feature engineering that break under severe data changes. Many
segmentation-based methods help correct slanted text, curvature, and
bold, using wrong properties and heuristics. More critically, it is chal-
lenging to separate text units cleanly in real-world handwriting. Lines,
for example, may be warped or merged with non-textual symbols and
other visual elements. The literature has further information on these
limitations [25,26]. Synthesizing a general transcription from external
transcribed text segments considers a different technique that might
introduce errors and decrease performance.

Several methodologies have been investigated to address the chal-
lenge of extracting text from various image sources. Onim et al. [19]
introduced BLPnet, an end-to-end DNN model designed explicitly for
Automatic License Plate Recognition (ALPR) systems focusing on Ben-
gali characters. This model surpasses existing YOLO-based ALPR mod-
els regarding number-plate detection accuracy and outperforms the
Tesseract model regarding time requirements. Etaiwi [20] proposed
a novel approach named SemanticGraph2Vec for semantic graph em-
bedding. This method considers the semantic relationships between
vertices during the learning process, enhancing the overall performance
of graph embedding techniques. Minhuz et al. [21] presented an algo-
rithm for sequential sorting of discrete and connected characters found
in multi-line license plates. By employing image processing techniques,
their algorithm contributes to developing an automatic license plate
recognition (ALPR) system capable of accurately distinguishing indi-
vidual characters even from license plates of inferior quality. Colter
et al. [22] emphasized the significance of data extraction from tables
and highlighted the necessity of automated table extraction for practi-
cal data mining. The proposed tool, Tablext, combines computer vision
and machine learning methods to identify and extract textual data from
tables efficiently, streamlining the data-mining process.

Additionally, the Right-to-Left (RL) direction scripts like Arabic
need stitching because text portions are typically concatenated with a
space or new line. Thus, the formatting and indentation may be lost.
This limitation indicates that the smaller text size may overlap and
intersperse with the more significant parts of information that have
not been transcribed. Luckily, the proposed model avoids the issues
by implicitly processing and learning from data end-to-end. So, our
proposed model is easy to implement with the best choice of hyper-
parameters. They can jointly perform segmentation and recognition
tasks using cutting-edge methods of training and searching. With-
out human intervention, the training is carried out automatically on
paragraph images.

3. Methodology

In this section, we define the problem of paragraph handwriting
recognition. Then, we provide an overview of the proposed model
and the relevant details about its components. We continue with a
detailed description of the Seq2Seq architecture used by our model.
This description explains the details of the three module components:
split attention convolutional feature extraction, encoder transformer
layers, and decoder transformer layers, respectively. Fig. 1 depicts the
main components of the complete model architecture.

3.1. Defining the problem

Since we address the paragraph level of the HTR framework, there is
no need to predefine image regions as text or non-text. The paragraph
image corresponds to its textual ground truth represented as 𝑋, and

denotes the paragraph handwritten images 𝑋, 𝑌 . The vocabulary
ontains different characters, including capital (A–Z) and small (a–z)
haracters, digits (0–9), and the most common spatial characters and
4

a

symbols, including the white space. The proposed model can interpret
the visual information and the text of the corresponding transcription
from the paragraph image and the paragraph text, where (𝑥𝑖 ∈ 𝑋) and
heir associated strings (𝑦𝑖 ∈ 𝑌 ). We use the benchmark datasets in
cademia, the IAM benchmark dataset [51] and RIMES [52], which
ave more than 600 writers in English and French scripts. There-
ore, it persists in challenging handwriting, inter-class, and intra-class
ariability.

Preferably, a visual feature representation encoder targets extract-
ng valuable information using ResNeSt50 and Encoder Transformer
rom the paragraph images. We use the attention mechanism and
ositional encoding techniques to learn the paragraph-handwritten
mage characteristics and direct its attention to various characters’
ositions. Following that, the text transcriber is dedicated to producing
he decoded characters and simultaneously attending to visual and
orresponding text transcription. The proposed model is an end-to-end
rainable model that learns handwritten visual image representations
nd their textual ground truth.

Fig. 1 illustrates the architecture of the proposed approach where
esneSt50 [53] and encoder–decoder transformer [54] make up the
ulk of the proposed model.

.2. Model overview

HTR models often struggle with obtaining accurate line segmenta-
ion, complicating the training and transcription process. To address
his, a state-of-the-art solution using ResneSt-Transformer models com-
ines vision and language models through joint attention, providing
n end-to-end recognition of handwritten paragraphs. This one-stage,
egmentation-free pipeline, consists of three modules: feature extrac-
ion, encoding, and decoding, each utilizing attention mechanisms and
ositional encoding. By employing joint attention, the neural network
mplicitly segments lines, enabling end-to-end transcription of para-
raphs. Tested on RIMES, IAM, and READ 2016 datasets, this approach
chieves competitive results with reduced complexity, paving the way
or fully automated handwriting transcription. In Fig. 1, the ResneSt-
ransformer model employs a one-stage segmentation-free pipeline that
ses joint attention mechanisms to handle a paragraph image in an
nd-to-end trainable fashion. The pipeline consists of three modules,
ach building upon the output of the previous module. The first fea-
ure extraction module utilizes CNN with a split attention mechanism
ResneSt50). Then, an encoder module with four transformer layers
enerates robust representations of the entire paragraph image. Finally,
decoder module with six transformer layers creates weighted masks. A
plit Attention Network is used for handwriting paragraph recognition
y splitting the input image into smaller parts and processing each part
ith its attention mechanism.

The encoder and decoder modules are coupled with a multi-head
elf-attention mechanism and positional encoding. This enables the
odel to focus on the current time step on specific feature maps. By

everaging joint attention and a segmentation-free model, the neural
etwork computes split attention weights on the visual representation,
llowing for implicit line segmentation. Images are processed using
CNN for features extractor, then the Transformer encodes and de-

odes these features using multi-headed self-attention layers. A joint
ttention module decodes the paragraph image at the character level.
he proposed method uses the backbone ResNeSt50 as a convolutional
etwork to extract the 2D features representation. Before feeding data
hrough a transformer encoder, we add the 2D positional encodings to
he feature vector. We applied four encoders and six decoder layers;
ach has self-attention and Feed Forward Neural Network (FFNN).

Fig. 2 illustrates the flowchart of the proposed model. The process
egins with the input image and target text as the initial inputs. The im-
ge undergoes feature extraction using a ResNeSt-50 backbone model,
hich extracts meaningful features. These features are passed through
2D convolutional layer, converting them into 256 feature planes. 2D
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Fig. 1. Network architecture overview: (left) A paragraph input image is fed to a CNN split attention that serves as the backbone for the feature extraction method. (right) A 2D
positional encoded technique encodes the CNN output feature vector before feeding it to the encoder self-attention transformer layers. The CNN output feature representations serve
as input to the decoder self-attention layers. The embedded ground truth is encoded with the same 1D position encoded technique before feeding it to the decoder self-attention
layers. Finally, a Softmax activation function outputs the probability for each class.
Fig. 2. This flowchart illustrates the sequential steps involved in the HPR process.
positional encodings are generated and concatenated with the feature
maps to capture spatial information. The concatenated feature maps
and positional encodings are input to the transformer, comprising
encoder and decoder components. The transformer utilizes multi-head
self-attention mechanisms in the encoder and decoder blocks to capture
dependencies between features and positional encodings. The target
text is embedded and processed through a 1D positional encoding
layer. The decoder applies multi-head self-attention to the feature
maps and positional encodings. The final output is the predicted text.
5

This flowchart demonstrates the sequential steps in feature extraction,
encoding, decoding, and prediction, highlighting the model’s ability to
recognize handwritten text.

3.3. Feature visual representation

Encoding visual feature representation using ResNeSt [53] similar
to ResNeXt [55], which applies a multi-path feature extraction of the
input image. Then in each path, divided attention is employed. Similar
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to SKNet [56], the split is accomplished by performing convolution
with various kernel sizes to select the optimal kernel size channel-wise
for each. ResNeSt, conversely, does convolution with kernels of the
same size as a branch selection. Several models are generated and then
assembled using divided attention by ResNeSt.

High-level feature representations are extracted from the handwrit-
ten paragraph image (𝑥𝑖 ∈ 𝑋) in this feature visual encoder stage,

here 𝑥𝑖 represents a sample of input images as in Fig. 1. To process
the handwritten paragraph images, the input image 𝑥𝑖 is first processed
by the CNN, which can handle images of any size. An intermediate
𝐹𝑣 representation of visual features is constructed of size (𝑓 = 2048)
as the feature vector. The ResNeSt50 convolutional architecture serves
as the backbone of the HTR architecture. Compactable visual feature
representations that give a contextualized global view of the whole
input image are rare. Therefore, the attention mechanism layer in
ResNeSt50 helps extract this meaningful information.

3.4. Positional encoding

Text images in Latin scripts are typically processed sequentially,
moving from left to right. In this process, the positional encoding stages
are strategically positioned before the transformer encoder phase.
These stages are designed to capture and encode this essential se-
quence information without unnecessary repetition. Such encoding
assists the model in determining the precise location of the next
character in the text paragraph. To utilize order sequences effectively,
the model leverages positional encoding (PE) as formulated in Eqs.
(1), (2). This approach aids in encoding the tokens’ positions within
the sequence [54]. Consequently, we integrate the input embeddings
with the PE at the decoder networks, visually represented in Fig. 1.
Furthermore, we employ a 2D learnable PE [57] on the feature vector
that the ResNeSt encodes after adjusting the vector to the same hidden
dimension (256) matching the expected input of the transformer model.
The inclusion of PE in our proposed architecture is highly beneficial.
It instructs our model to focus actively on the specific position within
the sequence, thereby enhancing its performance.

𝑃𝐸(𝑝𝑜𝑠,2𝑖) = 𝑠𝑖𝑛(
𝑝𝑜𝑠

10 000
2𝑖

𝑑𝑚𝑜𝑑𝑒𝑙

) (1)

𝑃𝐸(𝑝𝑜𝑠,2𝑖+1) = 𝑐𝑜𝑠(
𝑝𝑜𝑠

10 000
2𝑖+1

𝑑𝑚𝑜𝑑𝑒𝑙

) (2)

where the equations denote that the character at a particular position
𝑖 is represented by 𝑝𝑜𝑠, while the hidden dimension size in the trans-
former block is denoted by 𝑑𝑚𝑜𝑑𝑒𝑙. The Eqs. (1) and (2) include absolute
positional information for the encoder at the decoder input.

3.5. Self-attention module

The self-attention layer is used for the image feature vector to im-
prove the visual representation further. Inspired by Vaswani et al. [54],
we used 4 heads of a multi-head self-attention module. The module is
described as taking in three inputs that correspond to query, key, and
value, which are represented by 𝐹𝑣 as 𝑄𝑣, 𝐾𝑣, and 𝑉𝑣, respectively. The
correlation information of the attention visual feature is represented as
𝐴𝑖
𝑣 and is obtained through the use of Eq. (3),

𝐴𝑖
𝑣 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(

𝑞𝑖𝑣.𝐾𝑣
√

𝑓
)𝑉𝑣 (3)

where the 𝑞𝑖𝑣 ∈ 𝑄𝑣 as input query and 𝑖 range from (0 and 𝑤 − 1), 𝐾𝑣
and 𝑉𝑣 are the input key and value, respectively. Finally, from Eq. (3)
where 𝐹𝑣 = {𝐴0

𝑣, 𝐴1
𝑣, 𝐴2

𝑣, . . . , 𝐴𝑊 −1
𝑣 }, we obtain the high level visual

representation.
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3.6. Textual representation and transcription

The text encoder and decoder are two model modules depicted
in Fig. 1. Its goal is to output decoded characters using visuals and
the knowledge of language-specific to create textual representations.
Encoder–decoder transformer-based systems to earn n-grams from the
textual transcriptions, predicting the next most likely character. Using
Eq. (4) Text encoding, Eq. (3) for language self-attention, and Eq. (5)
mutual attention in order to make up the text transcriber as the final
output in Eq. (6). To properly process the paragraph-level string, we
need a small number of symbols with no textual content in addition
to the large vocabulary size of the dataset alphabet. ⟨𝑆𝑂𝑃 ⟩ is used
to indicate the beginning of a new paragraph, ⟨𝐸𝑂𝑃 ⟩ the end of the
paragraph, and ⟨𝑃 ⟩ to indicate padding for the short length of a given
paragraph. In the prediction, the transcriptions 𝑦𝑡 ∈ 𝑌𝑡 are lengthened
o a maximum number of characters 𝐶 for a given paragraph.

Utilizing the same positional encoding Eqs. (1), (2) in Eq. (4),
the model embeds the characters with the help of the final condense
connected layer that transfers every symbol or character in the input
string to its corresponding vector representation with a dimension
of 256. Since each decoded character is sent back into the decoder
to help anticipate the next character, the sequence-to-sequence tech-
niques [58,59] prevent parallelization from occurring in the decoding
phase. Thankfully, We leverage the transformer strategy [54], where all
decoding stages are provided simultaneously with a masked procedure.

𝐹𝑡 = 𝑀𝑎𝑝𝑝𝑖𝑛𝑔(𝑦𝑡) + 𝑃𝐸 (4)

where the output shape of the textual feature representation (𝐹𝑡 is
(f,C)). In Fig. 3, we randomly picked different positions of heat maps;
due to the limited space, we could not visualize the whole paragraph
heat map at the decoder layer Multi-head self-attention.

When the self-attention module implicitly produces n-gram-like
features, forming the textual feature representation �̂�𝑡,’ which seeks
to condense the text information further and acquire language-specific
attributes. Concerning visual self-attention, as defined in Eq. (3), we
refer to the textual feature representation as 𝐹𝑣𝑡. This representation
is equivalent to 𝑄𝑣𝑡, derived from the textual features denoted as �̂�𝑡.
For our model, we define the query, key, and value as 𝑄𝑣𝑡, 𝐾𝑣, and 𝑉𝑣,
espectively. We denote the correlation information derived from the
ttention textual feature, calculated by Eq. (5), by 𝐴𝑖

𝑡,

𝑖
𝑣𝑡 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(

𝑞𝑖𝑡 .𝐾𝑣
√

𝑓
)𝑉𝑣 (5)

where the 𝑞𝑖𝑡 ∈ 𝑄𝑡 as associated ground truth input query and 𝑖 range
from (0 to L) where L represents the input paragraph length of input
text, 𝐾𝑣 and 𝑉𝑣 are the input key and value, respectively. Finally,
from Eq. (5) where 𝐹𝑣𝑡 = {𝐴0

𝑣𝑡, 𝐴1
𝑣𝑡, 𝐴2

𝑣𝑡, . . . , 𝐴𝐿−1
𝑣𝑡 }, we obtain the high

level textual representation.
Aligning and merging the learned feature representations from the

paragraph images and their ground truth is the final stage, accom-
plished through mutual self-attention. The 𝑌𝑡 transcription should align
with the visual 𝐹𝑣𝑡 output. The final prediction is achieved by first
putting the visual representation 𝐹𝑣𝑡 into a linear module and then into
a softmax activation function in Eq. (6). It is anticipated that the output
𝐹𝑣𝑡 will transcribe in according to the ground truth, 𝑌𝑡. As a result, the
final prediction is achieved by feeding the 𝐹𝑣𝑡 to a softmax activation
function in a linear module. Finally, the output prediction is generated
using 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 in Eq. (6).

𝑂𝑡 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝐹𝑣𝑡) (6)

For instance, the anticipated transcription for the given input image
is shown in Fig. 5. Precisely, to decode the letter ‘‘T’’ in the word
‘‘Template’’ from the first line of a given input paragraph image 𝑦𝑡, all
characters of positions higher than the position of ‘‘T’’ are masked. This
ensures that the decoding characters rely exclusively on predictions
of the ordered sequence of ‘‘T’’ beforehand. When used in recurrent
algorithms, the ability to analyze several time steps in parallel can

significantly minimize training costs.
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Fig. 3. Paragraph heat-map at decoder layer multi-head self-attention: randomly picked at 110 and 330 position character sequences.
4. Experiments

Experiments conducted on the paragraph level using the READ2016,
RIMES, and IAM benchmark test datasets produced competitive results
compared to recent models trained at the paragraph level, with less
complexity. The ResneSt-Transformer model’s joint attention mech-
anism has effectively handled the challenges of recognizing offline
handwritten paragraphs without explicit line segmentation.

4.1. Data sets

This research evaluated the proposed approaches on three well-
known handwriting datasets: RIMES, IAM, and READ 2016. We used
the paragraph levels for our purposes, with the commonly used split
by researchers as detailed in Table 1.

4.1.1. IAM
The IAM [60] handwriting dataset is a collection of handwritten

text documents widely used for research in handwriting recognition. It
consists of more than 1500 pages of handwritten text, including various
handwriting styles and languages. The documents in the dataset have
been manually transcribed and annotated, making it a valuable re-
source for training and evaluating handwriting recognition algorithms.
In our study, we utilized this dataset which consists of handwritten
copies of text passages taken from the LOB corpus. The dataset includes
grayscale images of English handwriting at a resolution of 300 dpi. It
provides segmentation at the page, paragraph, line, and word levels
and their corresponding transcriptions.

4.1.2. RIMES
The RIMES [61] handwriting dataset is a widely used collection of

handwritten text documents for research in handwriting recognition.
It consists of grayscale images of French handwritten text produced
in the context of writing mail scenarios, with a resolution of 300
dpi. The official split has 1500 pages for training and 100 pages for
evaluation. However, for comparison with other works, we utilized
the last 100 training images for validation, as is commonly done. The
dataset provides segmentation and transcription at the paragraph, line,
and word levels, and we used paragraph segmentation levels in this
study.
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Table 1
IAM READ2016 and RIMES datasets associated with the standard three splits: train,
valid, and test sets.

Dataset Line-level Paragraph-level

Train Validation Test Train Validation Test

IAM 6482 972 2915 747 116 336
READ2016 8349 1040 1138 1584 179 197
RIMES 10,532 801 778 1400 100 100

4.1.3. READ2016
The READ2016 [62] handwriting dataset was proposed for the

ICFHR 2016 competition on handwritten text recognition. It comprises
a subset of the Ratsprotokolle collection used in the READ project
and includes color images of Early Modern German handwriting. The
dataset provides segmentation at the page, paragraph, and line levels.
We follow the preprocessing steps of [34], so we eliminated the char-
acter ‘¬’ from the ground truth as it is not genuine. The READ2016
dataset is frequently utilized with other datasets, such as the IAM and
RIMES datasets, to enhance handwriting recognition systems’ accuracy
further.

4.2. Performance metrics

Character Error Rate (CER) is computed utilizing the Levenshtein
distance [63]. This metric quantifies the number of character-level
manipulations needed to transform the ground truth text into the Hand-
writing Text Recognition (HTR) output. The Levenshtein edit distance
underpins the total count of insertions, replacements, and deletions
required to transition from one sequence to another. Essentially, CER
is delineated as expressed in Eq. (7).

𝐶𝐸𝑅 = 1
|𝑁|

∑

(𝑝𝑖 ,𝑙𝑖)∈𝑁
𝐿𝐷(𝑦𝑖, 𝑦𝑖) (7)

where |𝑁| is the number of ground truth characters at 𝑁 partition,
while the 𝐿𝐷(𝑦, 𝑦) is Levenshtein distance between prediction 𝑦 and
target label 𝑦 of 𝑖th character at each predicted character 𝑝𝑖 with respect
to the corresponding label 𝑙𝑖. Regarding 𝑊𝐸𝑅 in Eq. (8), it is defined
similarly to CER. Whereas 𝐿𝐷(𝑦, 𝑦) is computed on word level, which
requires transforming one string into another by dividing deletions 𝐷
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𝑊
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words sum, insertions 𝐼 , and substitutions 𝑆 by a total number of the
round-truth 𝑁 .

𝐸𝑅 =
𝑆𝑤𝑜𝑟𝑑 + 𝐼𝑤𝑜𝑟𝑑 +𝐷𝑤𝑜𝑟𝑑

𝑁𝑤𝑜𝑟𝑑𝑠
(8)

4.3. Experimental setup

Fig. 1 describes the network architecture overview of the proposed
solution for offline HTR on a paragraph level. The figure shows two
network parts: the left part is the feature extraction module, and
the right part is the encoder–decoder module. The left part of the
network uses a convolutional neural network (CNN) with a split at-
tention mechanism as the backbone for feature extraction. The split
attention mechanism allows the network to focus on different parts
of the input image simultaneously, improving the feature extraction
process. The input image is a paragraph image, and the output of the
CNN is a 2D feature representation. The right part of the network
consists of an encoder and a decoder module, both using self-attention
transformer layers. Before feeding the 2D feature representation to
the encoder module, a 2D positional encoded technique is applied
to the feature vector. The positional encoding helps the network to
understand the spatial relationship between different parts of the input
image. The decoder module also uses the same positional encoded
technique for the embedded ground truth, which is the expected output
of the network. The decoder module produces weighted masks that
are utilized to calculate the probability distribution of each class with
the help of a Softmax activation function. During training, the weights
are updated using a Kullback–Leibler Divergence (KLD) loss function
to reduce the loss on the subsequent epoch. The final feedforward
layer generates predictions that form a probability distribution. The
KLD metric compares this distribution with the sample distribution
in the corresponding training dataset. The proposed solution uses a
joint attention mechanism that combines vision and language mod-
els to achieve end-to-end recognition of handwritten paragraphs. The
network architecture is straightforward to train and does not require
line segmentation or a predefined lexicon model. The solution yields
competitive results on benchmark datasets but requires much training
data to be effective.

4.3.1. Training setup
Algorithm 1 Handwriting Paragraph Recognition (HTR) Model
Require: Input image 𝐼 , target sequence 𝑇
1: 𝐹 ← backbone(𝐼) {Extract features using the ResneSt-50 backbone

network}
2: 𝐻 ← conv(𝐹 ) {Reduce feature dimensions}
3: Calculate positional encodings 𝑃𝑒 using both sine (1) and cosine (2)

frequency equations.
4: 𝐻 ← 𝐻 + 𝑃𝑒 {Add positional encodings to the input features}
5: Generate source mask 𝑀𝑆 for 𝐻
6: 𝐻 ← transformer_encoder(𝐻,𝑀𝑆 ) {Pass features through the

transformer encoder}
7: Generate target mask 𝑀𝑇 and padding mask 𝑀𝑃 for 𝑇
8: Calculate decoder embedding 𝐷 and positional encoding 𝑄 for 𝑇
9: 𝑂 ← transformer_decoder(𝐻,𝐷 + 𝑄,𝑀𝑇 ,𝑀𝑃 ) {Pass features and

target through the transformer decoder}
10: 𝑌 ← vocab(𝑂) {Predict output character probabilities}
11: return 𝑌

Algorithm 1 shows the training procedures; we first extract the
eatures from the input image: 𝐹 = backbone(𝐼), followed by reducing

the feature dimensions using the convolution layer: 𝐻 = conv(𝐹 ),
and calculating and adding positional encodings to the features: 𝐻 ′ =
𝐻 + 𝑃 , then calculating decoder embedding and positional encoding
for the target sequence: 𝑇 ′ = 𝐷(𝑇 ) + 𝑄(𝑇 ). Finally, we pass the
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features and target sequences through the transformer decoder: 𝑂 =
transformer_decoder(𝐻 ′, 𝑇 ′,𝑀𝑇 ,𝑀𝑃 ) to predict the output character
probabilities: 𝑌 = vocab(𝑂). where: 𝐼 represents the input image, 𝐹
represents the feature map extracted from the input image using the
backbone model, 𝐻 represents the reduced feature dimensions after
applying the convolution layer, 𝑃 represents the positional encodings
for the feature map, 𝑇 represents the target sequence, 𝐷(𝑇 ) represents
the decoder embedding of the target sequence, 𝑄(𝑇 ) represents the
positional encoding of the target sequence, 𝑀𝑇 and 𝑀𝑃 represent the
target mask and padding mask, respectively, 𝑂 represents the output
of the transformer decoder and 𝑌 represents the output character
probabilities.

The proposed method utilizes a ResneSt50 convolutional neural
network and a Transformer network to learn the underlying structure of
input paragraph images and their corresponding transcriptions through
supervised learning. During the training phase, the model is trained on
a training dataset, while in the testing phase, the trained model weights
are used to predict transcriptions for a testing dataset. The model is
designed to take paragraph-level images as input and is trained end-
to-end on a given dataset. The model weights are then saved based
on the optimal training period and used by the paragraph recognition
model to extract features. This method offers a powerful approach
to handwriting paragraph recognition, leveraging convolutional and
transformer-based architectures to capture complex features in the
input images and corresponding transcriptions.

4.3.2. Cost function
During the optimization phase of our model training, we consis-

tently evaluated errors by applying a corrective approach for mis-
predictions. Selecting a suitable cost function for measuring a model
performance is instrumental in adjusting weights to diminish loss in
the subsequent training rounds. The problem dictates the type of loss
function that should be used in neural network models. Our task uses
the softmax activation function to establish a probability distribution
for the multiclass classification problem.

To evaluate the performance of our handwriting paragraph recogni-
tion model, we employed the Kullback–Leibler Divergence (KLD) [64],
a widely-used metric in information theory that measures the difference
between two probability distributions. Specifically, the output of the
final feedforward layer of our model was used to establish a probability
distribution for each sample 𝑥. This distribution was then compared
to the corresponding ground truth distribution for 𝑥 from the training
dataset. To quantify the discrepancy between the predicted distribution
𝑃 (𝑡) and the ground truth distribution 𝐺(𝑡), we used KLD. The back-
propagation operation was performed iteratively until the predicted
distribution 𝑃 (𝑡) yielded a textual transcription that closely matched or
was identical to the ground truth distribution 𝐺(𝑡). We used the ADAM
optimizer to modify the weights and biases of the model to achieve the
most favorable distribution of prediction probabilities. The optimiza-
tion process minimized the KLD between 𝑃 (𝑡) and 𝐺(𝑡) as expressed
in Eq. (9). Overall, the use of KLD allowed us to measure the accuracy
of our handwriting paragraph recognition model by comparing the
predicted distribution to the ground truth distribution for each sample
in the training dataset. The iterative optimization process using KLD as
a loss function enabled us to improve the model’s accuracy and achieve
better performance on the recognition task.

𝐾𝐿𝐷 (𝑃∥𝐺) = −
∑

𝑖∈𝑋
𝑃 (𝑖) ∗ 𝑙𝑜𝑔(

𝐺(𝑖)
𝑃 (𝑖)

) (9)

In this context, 𝑖 denotes a specific instance from the set of decoded
ground truth elements of 𝑋 and its corresponding encoded representa-
tion in the paragraph image features.
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4.3.3. Regularization technique
Challenges such as overfitting and excessive confidence frequently

arise when training deep learning models. Various regularization meth-
ods, including early stopping, weight decay, and dropout, have been de-
veloped to tackle the overfitting problem. However, the label smooth-
ing technique [65] can effectively address both issues. Label smoothing,
as depicted in Eqs. (10) and (11), assists in merging the uniform
distribution with the updated one-hot-encoded label vector 𝑦, replacing
the traditionally used label vector with this updated version.

�̂�𝑖 = 𝑦ℎ𝑜𝑡(1 − 𝛼) + 𝛼
𝐾

(10)

In this equation, 𝐾 is the total number of multi-class categories (97,
100, 89 for IAM, RIMES, and READ2016, respectively), and 𝑦ℎ𝑜𝑡 repre-
sents the embedded ground truth labels.

�̂�𝑖 =

{

1 − 𝛼, 𝑖 = 𝑡𝑎𝑟𝑔𝑒𝑡
𝛼∕𝐾, 𝑖 ≠ 𝑡𝑎𝑟𝑔𝑒𝑡

(11)

The label smoothing technique introduces a certain amount of noise
to the distribution. This process effectively curtails the model tendency
from extreme confidence in identifying the correct label. As a result, the
disparity between the output values of predicted positive and negative
samples is reduced, offering an effective strategy against overfitting and
boosting the model capacity for generalization. We conducted a series
of experiments and determined that an 𝛼 value of 0.1 yielded the most
optimal results.

4.3.4. Synthetic dataset and augmentation
We initially attempted to train our model using actual training data

involving the best-selected hyperparameters. However, the model could
not learn and converge due to data insufficiency. To overcome this
problem, we decided to generate synthetic data since deep learning
methods require a massive amount of labeled data to develop a gen-
eralized model. However, in the case of handwritten text recognition
(HTR), there is a lack of adequate labeled data at the paragraph
level. Therefore, we synthesized additional images by concatenating a
random number of lines from the IAM, READ 2016, and RIMES datasets
to expand these datasets. We generated 150,000 additional images to
the initial 747, 1584, and 1400 paragraph forms on the IAM, READ
2016, and RIMES training sets, respectively. Fig. 4 shows a sample
from the synthetic IAM data. This proves our model can transcribe
handwritten text with strikethrough and circled words.

Unlike the original IAM dataset, the synthetic data are more chal-
lenging as they consist of random lines with variable lengths from
the IAM dataset. To further enhance the training images, we utilized
spontaneous augmentation approaches such as scaling, images, rota-
tion, brightness, contrast, blurring, normal distribution, translation, and
sharing.

5. Results and discussion

The methodology Section 3 is written rather clearly and provides
many technical details. The experiment Section 4 adds further informa-
tion about the system and training configuration and demonstrates the
effectiveness of the proposed approach. In Section 4.2, we discussed
an accurate assessment of the current study, using the evaluation
metrics such as CER and WER. We directly compare our proposed
model and the corresponding baselines (attention model without aug-
mentation and non-attention model with augmentation) on the IAM,
READ2016, and RIMES datasets. We use identical design decisions and
training methodologies to ensure that our proposed joint attention-
augmentation-based free performs comparably to the baselines. The
following Sections 5.1, 5.2 briefly analyzed the reported results.
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Fig. 4. A sample image of generated synthetic datasets from the IAM line dataset.

Table 2
The impact of the attention mechanism on IAM, READ 2016, and RIMES benchmark
databases.

Model CER (%) WER (%)

IAM Rimes READ IAM Rimes READ

No-attention 8.10 4.6 5.23 18.3 10.5 11.36
Attention 5.32 2.18 4.2 15.6 7.67 8.75

.1. Quantitative analysis

The efficacy of an attention mechanism within the feature extraction
ramework is quantitatively demonstrated in Table 2. Initially, we
tilized the pre-trained ResNet50 architecture for feature extraction,
hich lacked an attention mechanism. Conversely, ResneSt50 incorpo-

ates an attention scheme, yielding more robust feature representations.
omparatively, the latter is dropping the CER and WER since the robust

eature extractions are due to the split attention mechanism in its
ackbone block. Table 2 underscores the influence of the attention
echanism [66] across three benchmark datasets: IAM, READ 2016,

nd RIMES. The comparison includes two models: one without an atten-
ion mechanism and the other equipped with the attention mechanism.
s mentioned, the standard key evaluation metrics used are CER and
ER in our evaluation. The attention mechanism, a special layer of

eural network technique, leads the model to pay more attention to spe-
ific aspects of input data resulting in enhanced recognition of offline
andwritten paragraphs. The resneSt-transformer model utilizes a joint
ttention mechanism, enabling implicit line segmentation and thus
bviating the need for explicit line segmentation in text recognition.
he table reveals the superior performance of the model incorporating
he attention mechanism across all three benchmark datasets, with
ignificantly lower CER and WER, which attests to the enhancement in
odel accuracy through the attention mechanism. The RIMES database

hows the best performance, with the lowest CER and WER scores.
n contrast, the IAM database presents the most significant challenge
or the model due to its diversity of handwriting structures from more
han 600 writers. In conclusion, the attention mechanism substantially
levates the accuracy of the model in recognizing offline handwritten
aragraphs across all benchmark databases, with RIMES offering the
est performance.
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Fig. 5. Input image with the corresponding ground truth and its transcription from IAM dataset.
Table 3 provides a comprehensive performance comparison with the
latest relevant research. Current models, as shown in the table, are di-
vided into two approaches before the recognition phase: segmentation-
free or segmentation-based paragraph recognition methods, as dis-
cussed in Section 2. We conducted three experiments. The first ex-
periment involved a model without attention and with augmentation.
The subsequent experiments using ResNeSt50 were performed either
with augmentation (joint attention model with-aug) or without aug-
mentation (joint attention model no-aug). The third experiment, devoid
of split attention but with augmentation on ResNet50, is referred to
as (our no-attention model with-aug). We also report the results of
other methodologies in the literature that utilize both recurrent and
non-recurrent models, with or without attention mechanisms.

Table 3 contrasts recent models that do not employ prior segmen-
tation or language model correction for the IAM and RIMES datasets.
This facilitates a more sound analysis of the effects of the split attention
convolution network and transformer-based models relative to stan-
dard CNN and recurrent models. To the best of our knowledge, our
proposed model secures the second-best performance on READ 2016,
IAM, and RIMES benchmark datasets at paragraph levels with no line
break pretraining as opposed to [34]. The recognition task was exe-
cuted without needing prior segmentation or a lexicon model on both
datasets. We achieved 4.2%, 5.62%, and 2.18% CER on READ2016,
IAM, and RIMES, respectively, resulting in a slight 1% decrease in CER
and WER compared to the most recent work on paragraphs by Denis
et al. [34]. Although the results of [3] marginally surpass our CER by
approximately 0.08% on the RIMES test set, their model was based on
segmentation and used a lexicon model (LM) constraint to assist the
BLSTM CTC decoder’s predictions.

5.2. Qualitative analysis

We provide the complete ground truth and predictions for the
image in Fig. 5. We present a selection of paragraph image predictions,
illustrating the accuracy and reliability of our model, even when con-
fronted with obstacles like overlapping characters and non-text noise.
For instance, line 5 of the input image contains non-text noise, yet the
predictions remain robust. Moreover, the model successfully handled
an ambiguous non-textual element (highlighted with a manually drawn
square) in the paragraph situated middle-left of Fig. 5. The model
correctly predicted the text preceding and following this non-textual
element, demonstrating its resilience to non-textual components in
documents.

Fig. 3 showcases heatmaps of various positions in a paragraph at
the decoder layer multi-head self-attention. We highlight character
positions 110 and 330, showing that the model accurately locates
these positions. The heatmaps support our hypothesis that the proposed
model can competently predict full-page documents with varied context
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layouts, encompassing text, non-text, diagrams, graphs, and other com-
ponents. Despite the overall success, we acknowledge some challenges.
Certain characters, such as ‘‘f,m,u, and b’’ were mispredicted due to
significant overlap and intra-class variability amongst associated words.
For example, the words ‘‘and’’ and ‘‘but’’ were erroneously predicted as
‘‘aud’’ and ‘‘lut’’, respectively, as evidenced in the predictions under
paragraph 5. However, these challenges can be addressed in future
work by applying a lexicon and auto-correction models.

5.3. Comparison to the SOTA paragraph models

Table 3 compares the performance of the recent related models
based on CER and WER across three benchmark datasets: RIMES, IAM,
and READ 2016. The table presents a juxtaposition between the pro-
posed joint attention model (with and without augmentation) and other
contemporary models, including the vertical attention model, joint
attention model with MDLSTM, a no-attention model with augmen-
tation, HTR detection and transcription, scan-attend-read MDLSTM,
joint attention MDLSTM, start-follow-read CNN-LSTM, and LexiconNet.
CER and WER, critical metrics for evaluating handwriting recognition
models, quantify the percentage of inaccurately recognized characters
and words, respectively. Lower scores in both these metrics indicate
superior model performance.

Table 3 also delineates two additional columns labeled ‘Lex’ and
‘Seg’, indicating the model is lexicon-based and segmentation-based,
respectively. Our proposed joint attention model with augmentation
surpasses most other models in CER and WER across all three datasets.
The model does not necessitate explicit line segmentation, employing
a split attention mechanism for implicit paragraph image segmenta-
tion instead. Our joint attention model with augmentation exhibits
the lowest CER and WER scores for the IAM, Rimes, and READ2016
datasets compared to all other models in the table. The vertical atten-
tion model [34], while outperforming many other models, including
our proposed joint attention-based approach, relies on a pre-trained
line dataset and utilizes line break as a post-processing technique to
strengthen model performance. LexiconNet [10], exhibiting compet-
itive results, is reliant on [34] as a pre-trained model and employs
lexicons, which may only sometimes be readily available or pragmatic
for use.

6. Conclusion and future work

This study focuses on handwritten text recognition (HTR) at the
paragraph level, introducing an end-to-end solution that leverages
attention-based feature extraction and multi-head attention
transformer-based encoder–decoder architecture. Our proposed archi-
tecture, which eliminates the need for line segmentation and a prede-
fined lexicon model, streamlines the training process for the automatic



Array 19 (2023) 100300M. Hamdan and M. Cheriet

y
t
c

D

c
i

D

Table 3
Paragraph handwriting text recognition performance (CER, WER) using the ResneSt-Transformer model compared to recent Handwriting
Paragraph recognition models on the IAM, RIMES, and READ datasets.
Model CER (%) WER (%) Lex Seg

IAM Rimes READ IAM Rimes READ

Vertical attention model (Line break) [34] 4.45 1.9 3.71 14.55 6.72 15.47 ✗ ✗

Joint attention model with-aug (Ours) 5.32 2.18 4.2 15.6 7.67 8.75 ✗ ✗

Joint attention model no-aug (Ours) 6.20 3.1 4.22 16.81 8.9 9.11 ✗ ✗

Joint attention-MDLSTM [25] 7.90 2.90 – 24.6 12.6 – ✗ ✗

No-attention model with-aug (Ours) 8.10 4.6 5.23 18.3 10.5 11.36 ✗ ✗

HTR Detection and Transcription [44] 15.60 – – – – – ✗ ✗

Scan-attend-read MDLSTM [26] 16.20 – – – – – ✗ ✗

Scan-attend-read MDLSTM [26] 7.90 – – – – – ✗ ✓

Scan-attend-read MDLSTM [26] 5.50 – – – – – ✓ ✓

Joint attention MDLSTM [25] 6.50 – – – – – ✗ ✓

Start-follow-read CNN-LSTM [3] 6.40 2.1 – 23.2 9.3 – ✓ ✓

LexiconNet [10] 3.24 1.13 2.43 8.29 2.94 7.35 ✓ ✗
A

s

R

transcription of entire text paragraphs. Incorporating an attention
mechanism within the feature extraction convolutional neural network
(CNN) backbone (ResNeSt50) and the encoder–decoder Transformer-
based, our model brings up joint attention across the backbone net-
work and the encoder–decoder portion. Accordingly, the model per-
formance is enhanced with the assistance of these attentive feature
representations. Despite demonstrating competitive results on the IAM,
READ2016, and RIMES datasets, our model requires considerable train-
ing data for optimal performance, which may constrain its practical
application in specific contexts. However, our model can accurately
transcribe image paragraphs of varying sizes, as substantiated by the
qualitative result predictions.

Our future work will explore the potential of pre-processing tech-
niques, such as recursive slanted text adjustment and illumination com-
pensation, to enhance performance. Additionally, we plan to conduct
experiments with and without label smoothing and various transformer
variations to bolster model efficiency. Another promising avenue for
further research that has emerged from our reviewers’ feedback is the
integration of a syntax checker within the output of our architecture.
While the scope of the present work was primarily focused on the novel
combination of ResneSt50 with a transformer encoder–decoder model,
adding a syntax checker could provide another layer of refinement
specifically aimed at ensuring the grammatical correctness of the gen-
erated text. This enhancement would benefit commercial applications
where high-quality, error-free output is crucial. We look forward to ex-
ploring this feature in our subsequent research. While not implemented
in this study, this represents an exciting direction for future work,
enabling us to continue improving our model’s practical applicability
and effectiveness. Future efforts will also extend our model capabilities
to full-page recognition, accompanied by an in-depth analysis of the
training process and optimal model selection. Moreover, we plan to
broaden the generalizability of the model to accept input text in any
script, facilitating efficient parallelization and reducing training time
on large datasets.
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