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a b s t r a c t

This study investigates resilient platoon control for constrained intelligent and connected vehicles (ICVs)
against F-local Byzantine attacks. We introduce a resilient distributed model-predictive platooning con-
trol framework for such ICVs. This framework seamlessly integrates the predesigned optimal control with
distributed model predictive control (DMPC) optimization and introduces a unique distributed attack
detector to ensure the reliability of the transmitted information among vehicles. Notably, our strategy
uses previously broadcasted information and a specialized convex set, termed the ‘‘resilience set”, to
identify unreliable data. This approach significantly eases graph robustness prerequisites, requiring only
an (F + 1)-robust graph, in contrast to the established mean sequence reduced algorithms, which require a
minimum (2F + 1)-robust graph. Additionally, we introduce a verification algorithm to restore trust in
vehicles under minor attacks, further reducing communication network robustness. Our analysis demon-
strates the recursive feasibility of the DMPC optimization. Furthermore, the proposed method achieves
exceptional control performance by minimizing the discrepancies between the DMPC control inputs
and predesigned platoon control inputs, while ensuring constraint compliance and cybersecurity.
Simulation results verify the effectiveness of our theoretical findings.

� 2023 THE AUTHORS. Published by Elsevier LTD on behalf of Chinese Academy of Engineering and
Higher Education Press Limited Company. This is an open access article under the CC BY-NC-ND license

(http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Platoon control in intelligent and connected vehicles (ICVs) has
garnered significant attention owing to its potential to reduce fuel
consumption and increase transportation system efficiency.
Although several commendable platoon control strategies have
emerged [1], practical challenges remain. Information communi-
cated over public vehicle-to-vehicle (V2V) networks is susceptible
to malicious intrusions and cyberattacks, rendering ICVs vulnera-
ble. Traditional platoon control methods often fail in security-
centric ICVs, especially for constraints demanding heightened
security assurances.

Secure platoon control is crucial when malicious vehicles in the
network disregard established communication protocols, thereby
misleading their counterparts. Byzantine attacks manifest when
one or several vehicles deliberately disseminate deceptive data
within the ICV network, jeopardizing platoon coordination, and
possibly leading to collisions. The urgency to devise innovative
control algorithms and detection mechanisms capable of address-
ing this malicious behavior cannot be overstated; they are vital for
the safety and security of platoon systems. Given the computa-
tional complexity and inherently distributed structure of ICVs, dis-
tributed control approaches are appropriate. Thus, developing a
resilient distributed platoon control system to prevent cyberat-
tacks is of paramount importance.

Numerous secure control methods for ICVs under cyberattacks
have emerged. Comprehensive overviews of this topic are available
in Refs. [2–4].

Malicious cyberattacks targeting communication channels tend
to undermine data availability, integrity, and confidentiality, as
detailed in Refs. [5–8]. Recognizing this threat, various secure con-
trol schemes have emerged for ICVs to counteract the detrimental
effects of diverse cyberattacks, such as denial-of-service (DoS),
deception, and eavesdropping attacks. For example, ICVs under
DoS attacks were investigated in Ref. [9]. DoS attacks manifest as
time delays, and researchers have used a combination of adaptive
estimation and sliding mode control techniques to detect and
Against
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gauge the impact of such attacks. Furthermore, DoS attacks repre-
sented by packet dropouts were examined in Ref. [10]. A resilient
cooperative adaptive cruise control system was developed, pin-
pointing the resilience boundary against the most permissible con-
secutive packet dropouts. This subject has also received attention
in recent studies [11–13]. Deception attacks on data integrity such
as replay [14] and false data injection (FDI) attacks [15–17] pose
challenges. In Ref. [14], a dynamic tracking controller melds the
output feedback control with a robust reset control to counteract
replay attacks that appear as significant random communication
delays. For FDI attacks, two distinct detection mechanisms are
prominent: one introduces a cloud-based sandboxing technique
to assess and segregate adversarial attacks in ICV scenarios [15],
and the other elucidates a partial differential equation-based
observer to detect FDI attacks and determine their injection points
in the ICV platoon [16]. Additionally, strides in privacy-preserving
control methods for ICVs concerning data confidentiality have
become evident [18,19]. Specifically, proposed a differentially pri-
vate data streaming approach that integrates noise within the data
streams among vehicles [18].

In the following discussion, we briefly outline developments
related to attacks executed on agents. A dominant strategy for
addressing resilient control challenges is prevention, which is
invoked before the onset of attacks; comprehensive insights into
this methodology can be found in Refs. [20–23]. Byzantine-
resilient distributed observers were conceptualized for a fully dis-
tributed implementation, as highlighted in Ref. [24]. The mean
sequence reduced (MSR) algorithm [25] empowers multi-agent
systems (MASs) with bounded adversaries to attain resilient con-
trol objectives, provided that the communication graph meets cer-
tain robustness criteria. Specifically, the MSR algorithm shifts
through the state values of neighboring systems, discarding out-
liers, and using the remaining conventional values to update the
control input. Although several adaptations of MSR-type resilient
algorithms for MAS have emerged under attack scenarios
[20,26,27], these often face complications owing to coupled system
states, complicating attack detection. Additionally, the bulk of the
existing work primarily focuses on the theoretical facets of the
resilient consensus of MAS. By contrast, research offering security
assurances that are explicitly tailored for practical ICVs in the con-
text of Byzantine attacks remains underexplored.

Conversely, distributed model predictive control (DMPC) has
gained substantial attention owing to its exceptional capabilities
in constraint management and computational resource optimiza-
tion, as evidenced in Refs. [28,29]. DMPC approaches for tackling
cooperative stabilization challenges in MASs were explored in
Ref. [30], whereas solutions addressing consensus issues in coop-
erative systems appeared in Refs. [31,32]. Despite their merits,
existing DMPC methodologies lack in the context of security-
sensitive operations. This highlights the necessity for a unified
and resilient DMPC-based strategy to safeguard ICVs against
cyberattacks.

This study addresses platoon control in ICVs under physical
constraints and Byzantine attacks, in which malicious information
is transmitted between vehicles. Meeting both the constraint satis-
faction and security demands of ICVs is a nontrivial task that
requires the co-design of an effective control strategy and reliable
attack detection mechanism.

(1) We develop a resilient distributed model predictive platoon
control (RDMP2C) for constrained ICVs. This framework allows
vehicles to detect and identify malicious information, thereby
ensuring that they consistently meet the desired platoon control
objectives. By integrating the predesigned optimal control with
DMPC optimization, our approach ensures both superior control
performance and constraint adherence.
2

(2) To address the challenge of high communication network
robustness requirements in the existing resilient distributed con-
trol algorithms for ICVs under Byzantine attacks [25,33], we
designed a distributed attack detector based on previously broad-
cast information and a resilience set. Communication links are
characterized by different levels of thrust based on the intensity
of Byzantine attacks, and a novel second verification algorithm is
designed to restore the thrust of communication links that are
not severely attacked.

(3) We establish sufficient conditions for the recursive feasibil-
ity of the RDMP2C algorithm and the stability of the closed-loop
ICV system. Notably, our method is the first attempt to concur-
rently address the cybersecurity, constraints, and control perfor-
mance of constrained ICVs under potential attacks. Even during
Byzantine attacks, our method maintains closed-loop stability
and security in ICVs with reduced reliance on network robustness.

The remainder of this paper is organized as follows. Section 2
presents some basic preliminaries and formulates the resilient pla-
toon control problem. In section 3, we present the distributed
detection algorithms for Byzantine attacks. In section 4, we pro-
pose the RDMP2C framework for constrained ICVs. In section 5,
we prove the theoretical properties, including the recursive feasi-
bility and closed-loop stability. Section 6 presents the simulation
results and section 7 concludes the paper.

2. Preliminaries and problem formulation

2.1. Communication networks

A directed graph G tð Þ ¼ V; E tð Þ;A tð Þf g is used to describe the
information exchange among the ICVs, in which V ¼ 1;2; � � � ;Mf g
denotes the vertex set, M 2 N, E tð Þ# i; jð Þ j i; j 2 V; i–jf g represents
the edge set, t 2 N, N denotes the set of nonnegative integers and
A tð Þ ¼ aij tð Þ

� � 2 Rn�n represents the adjacency matrix with
aij tð Þ > a, 0 < a < 1. An edge j; ið Þwith aij tð Þ–0 implies that vehicle
j can send information to vehicle i at time t. The in-degree of vehicle
i is denoted by degi ¼

PM
j¼1; j–iaij tð Þ. For the in-degree matrix

D tð Þ ¼ diag deg1; � � � ;degMð Þ, the Laplacian matrix is given as
L tð Þ 2 Rn�n ¼ D tð Þ � A tð Þ. The neighbors of vehicle i are denoted
byN i tð Þ ¼ v j 2 V tð Þ j v i;v j

� � 2 E tð Þ; i–j
� �

. Only a subset of follower
vehicles can receive information from leader vehicle 0 in this work.
The corresponding pinning matrix is given as G ¼ diag g10; � � � ; gM0ð Þ
with a pinning gain gi0. Follower vehicle i receives information from
the preceding vehicles i� 1 and i� 2, i ¼ 2; � � � ;Mf g. The notations
of r-reachable set and r-robustness introduced in Ref. [25] charac-
terize graph robustness properties.

Definition 1. (r-reachable set). Given a graph G and a nonempty
subset S � V, the set S is r-reachable if 9 i 2 S such that V i n Sj j � r,
r 2 N.
Definition 2. (r-robust graph). A nonempty graph G is r-robust
(r < M) if at least one of the subsets is r-reachable for any pair of
nonempty disjoint subsets V, at least one of the subsets is
r-reachable.
2.2. ICV longitudinal dynamics

For precise control over the longitudinal dynamics, we adopt
certain assumptions [34]. We neglect the longitudinal slip of the
tire, assume a rigid and symmetric vehicle, and disregard any
lateral effects. These assumptions streamline the model, ensuring
that longitudinal dynamics are both predictable and accurately
controllable. The longitudinal dynamics of vehicle i, i 2 V, are
detailed in Ref. [34].
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_si tð Þ ¼ li tð Þ
_li tð Þ ¼ 1

m
gFi tð Þ
Rw
� CAl2

i tð Þ �mgf
� 	

s _Fi tð Þ þ Fi tð Þ ¼ Fi;des tð Þ

8>><>>: ð1Þ

where si and li are, respectively, the position and the velocity along
the longitudinal axis; g is the mechanical efficiency of the driveline;
Rw is the tire radius; CA is the aerodynamic drag coefficient; m is the
vehicle mass; g is the gravity constant; f is the rolling resistance; Fi

is the actual driving torque; Fi;des is the desired driving torque; and s
is the inertial lag of the longitudinal dynamic of the vehicle. A feed-
back linearization technique is adopted to transform the nonlinear
longitudinal dynamics Eq. (1) into a linear systemmodel as follows:

Fi;des tð Þ ¼ Rw
g CAli tð Þ li tð Þ þ 2s _li tð Þ

� �� �þmgf þmui tð ÞÞ ð2Þ
in which ui tð Þ denotes the control input. For acceleration
ai tð Þ ¼ _li tð Þ of vehicle i:

ai tð Þ þ s _ai tð Þ ¼ ui tð Þ ð3Þ
From Eqs. (1)–(3), we obtain the compact form

_xi tð Þ ¼ Acxi tð Þ þ Bcui tð Þ ð4Þ
in which xi ¼ col si;li; ai

� �
,

Ac ¼
0 1 0
0 0 1
0 0 � 1

s

264
375; and Bc ¼

0
0
1
s

264
375 ð5Þ

The dynamics of the vehicle Eq. (4) in discrete time follows

xi t þ 1ð Þ ¼ Adxi tð Þ þ Bdui tð Þ ð6Þ
where

Ad ¼
1 T 0:5T2

0 1 T

0 0 1� T
s

264
375; and Bd ¼

0
0
T
s

264
375 ð7Þ

with T being the sampling period. For the sake of notation simplic-
ity, we abbreviate Ad and Bd as A and B, respectively.

Note that the ICV in Eq. (6) is subject to the state and control
input constraints.

xi 2 X i and ui 2 U i ð8Þ
in which the sets X i ¼ x 2 R3 j xmin � x � xmax

� �
and U i ¼

u 2 R1 j umin � u � umax
� �

are compact and contain the origin as
the interior point, with the state bounds xmin; xmax and control input
bounds umin;umax.

2.3. Byzantine attack model

This subsection describes the characterization of the Byzantine
attack model. Here, a vehicle under Byzantine attack is called a
Byzantine vehicle. If a vehicle is free of attack, it is called a normal
vehicle and always obeys a predefined control strategy. Let VN � V
and VA � V denote the set of normal and Byzantine vehicles,
respectively. The cardinality of the normal vehicle set is denoted
as VNj j. The cardinality of the Byzantine vehicle set is denoted as
VAj j.

In the following section, we introduce the notations for Byzan-
tine vehicles, normal vehicles, and F-local Byzantine attacks [25].

Definition 3. (Byzantine vehicle). Vehicle i; i 2 V in Eq. (4) is
Byzantine if it broadcasts arbitrarily different state values to its
neighbors.
Definition 4. (Normal vehicle). Vehicle i; i 2 V in Eq. (4) is normal if
it updates and broadcasts its state values based on the designed
control protocol.
3

Definition 5. (F-local Byzantine attacks). Given graph G and a
number F 2 N, if the number of Byzantine vehicles in the neighbor-
hood of the normal vehicle i, i 2 VN is no more than F, that is,
N i \ VAj j � F, then we say that the ICV is subject to F-local Byzan-
tine attacks.

ICVs typically have inter-vehicle communication networks,
such as V2V and intra-vehicle networks (e.g., controller area net-
works) for controller–sensor communication. Moreover, these
vehicles have an array of sensors dedicated to perception [2]. How-
ever, although these connected networks and sensors enhance
intra- and inter-vehicle communication, they also present
vulnerabilities. These can become entry points for adversarial
Byzantine attacks, causing arbitrary system updates. Notably, a
vehicle under malicious attack transmits identical state values to
all neighboring vehicles [25]. Consequently, this malicious vehicle
can be regarded as a specific example of a Byzantine vehicle.

In the realm of vehicle platooning, Byzantine attacks pose a sig-
nificant risk, as they occur when an adversarial vehicle dissemi-
nates deceptive data, such as its position, speed, or acceleration,
to other vehicles within the platoon. Such misinformation can
throw off the synchronized movement of a platoon, creating oper-
ational inefficiencies and potential safety hazards. Risks escalate if
the compromised vehicle is situated at the front of the platoon,
where it has considerable influence over the entire formation.
Addressing the challenges posed by Byzantine attacks on vehicle
platooning systems involves a two-pronged approach. First, control
strategies must be designed to preserve the stability and security
of the platoon, even in the face of malicious actors within the
ranks. Second, these strategies must demonstrate resilience to dif-
ferent types of adversarial incursions. Achieving this resilience
requires the creation of innovative control algorithms and robust
detection mechanisms capable of identifying and mitigating mali-
cious activities.

Byzantine attacks can occur in various manners during platoon
operations, ranging from FDI and packet loss to more elaborate
replay attacks. The perpetrators of these attacks could be insiders
with access to the communication systems or external agents of
the platoon. Furthermore, these attacks can vary in duration and
frequency, whether intermittent or sustained.

Let tik denote the Byzantine attack time instant for vehicle i,
with i 2 V, k 2 N�1, and N�1 being the set of integers in interval
1;þ1Þ½ . We define Hi > 0 as the duration of the Byzantine attack,
and vehicle i is attacked by a Byzantine attacker during N ti

k
;ti
k
þHi½ �.

Following are the assumptions for the Byzantine attack model
and ICVs:
Assumption 1. Constants F 2 N and W 2 N exist such that: ① the
attack duration satisfies Hi �W for k 2 N�1; ② the intensity of
malicious Byzantine attacks remains unchanged in the attack
duration N tik ;t

i
kþHi½ �; ③ the ICVs in Eq. (6) are subject to F-local

Byzantine attacks, and the upper bound F is available for the
normal vehicles; ④ the lead vehicle 0 is attack-free.

Given the limited energy of adversarial cyberattacks, assuming
the number of Byzantine attacks F and maximum attack duration
W for the ICV is reasonable. A similar assumption can be made
in the DoS attack results [35,36].

2.4. Problem formulation

This work aims to develop a resilient and distributed platoon
control framework such that constrained ICVs under F-local Byzan-
tine attacks achieve the following two objectives:

(1) Resilient platoon: Byzantine vehicles can be detected and
isolated. Normal vehicle i; i 2 VN keeps a desired distance from
lead vehicle 0 and tracks the speed of lead vehicle 0, that is,
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limt!1 si tð Þ � s0 tð Þj j ¼ di0 and limt!1 li tð Þ � l0 tð Þ

 

 ¼ 0, where
di0 ¼ id and the constant d > 0 is the desired gap between two con-
secutive vehicles.

(2) Constraint satisfaction: Normal vehicle i; i 2 VN

xi t þ 1ð Þ ¼ Axi tð Þ þ Bui tð Þ ð9Þ
satisfies the physical constraints in Eq. (8) for all t 2 N.
3. Distributed detection algorithms for Byzantine attacks

The proposed RDMP2C framework for ICV in the right lane is
outlined in Fig. 1. Each follower vehicle comprises five parts: the
broadcaster (block a), controlled vehicle (block b), DMPC controller
(block c), attack detector (block d), and receiver (block e). The
information transmitted between vehicles is broadcast and
received by a broadcaster and receiver, respectively. The attack
detector is responsible for determining malicious information
and retaining normal information from its neighbors. Given normal
broadcast information, the optimal platoon control input u	i is gen-
erated for vehicle i by solving the DMPC problem (see section 4).

Before discussing the distributed detection algorithms for ICVs
under Byzantine attacks, we introduce two pivotal sets: the esti-
mation error set and the resilience set. The estimation error set
was meticulously designed and integrated into the DMPC problem
to facilitate parallel execution of the distributed control algorithm.
Building upon the estimation error set, we design a tube Xi tð Þ, i 2 V
centered around the prior broadcast state sequence. This tube con-
strains the current broadcast state sequence shared among vehi-
cles. Expanding the estimation error set, we formulate a
resilience set to detect and identify potential attacks targeting
vehicles. Consequently, the resilience tube Ri tð Þ, i 2 V leveraging
Fig. 1. RDMP2C scheme for the constrained ICV in the right lane (consisting of three
vehicles with leader vehicle 0 and follower vehicles 1 and 2; N 1 ¼ 0;2f g,
N 2 ¼ 0;1f g). The information is broadcast among vehicles via the V2V networks.
Note that vehicle 1 is attacked.

4

the previously broadcast predicted state sequence and the resili-
ence set, is structured within the attack detector (the attack detec-
tion mechanism) (block d) for vehicle i.

3.1. Estimation error set

Typically, cooperative agents calculate the optimal predicted
state sequences and exchange them simultaneously [37,38]. How-
ever, this approach is not feasible in practice. To address this prob-
lem, the predicted states of each vehicle broadcast at the previous
time instant t (termed as ‘‘the assumed predicted states”) are used
to estimate the current predicted system states at time t þ 1,
t 2 N�0. Consequently, vehicles can implement distributed control
algorithms simultaneously. Let x̂ i t þ 1ð Þ ¼ x̂i t þ 1jt þ 1ð Þ; x̂i tþðf
2jt þ 1Þ; � � �g be the assumed predicted state sequence of vehicle i,
i 2 V hereafter, which is used to estimate the current optimal pre-
dicted state sequence x	i t þ 1ð Þ ¼ x	i t þ 1jt þ 1ð Þ; x	i t þ 2jt þ 1ð Þ;�
� � �g at time t þ 1. More precisely, bxi t þ 1þ kjt þ 1ð Þ is given by

bxi t þ kjt þ 1ð Þ ¼ x	i t þ kjtð Þ ð10Þ

where k; t 2 N�0, and x	i tð Þ denotes the optimal predicted state
sequence generated by solving the DMPC problem P i. As indicated
in Eq. (10), the assumed predicted states exchanged among the
ICV inevitably lead to estimation errors. In this case, the estimation
errors induced by a more practical transmission were treated as
external disturbances. Note that an estimation error set D used to
limit the estimation error ei t þ kjtð Þ ¼ bxi t þ kjtð Þ � x	i t þ kjtð Þ is spec-
ified for the ICV, aiming at achieving the desired formation. The
estimation error set plays an important role in the ICV that distribu-
tively performs the control algorithm. Accordingly, the optimized
predicted states of vehicle i, i 2 V are required to lie in a specified
neighborhood of the assumed predicted states for k 2 N�0,

xi t þ kjtð Þ�bxi t þ kjtð Þ 2 D ð11Þ
in which the estimation error set D ¼ d 2 R3 j kdk < g

� �
is convex

and contains the origin, with g > 0 and k � k denoting the Euclidean
norm.

Inspired by the tube-based MPC for linear systems with exter-
nal disturbances, the estimation errors between the current opti-
mal predicted states and assumed states are treated as external
disturbances. Constraint Eq. (11) is incorporated into the robust
DMPC optimization problem Pi to constrain the optimal predicted
state sequence xi t þ kjtð Þ within the predesigned tube Xi tð Þ cen-
tered along the assumed state bxi t þ kjtð Þ. Moreover, this constraint
ensures that the robust DMPC optimization problem can be solved
in a distributed fashion. Note that the estimation error set provides
consistency between the intended behaviors of a vehicle and what
makes the neighbors believe how it will behave from the perspec-
tive of the broadcaster (the vehicle is the broadcaster when it
broadcasts the predicted states to its neighbors; likewise, the recei-
ver refers to the vehicle that receives the predicted states from its
neighbors) (block a).

3.2. Resilience set

As achieving resilient platoon control requires reliable and
secure information from neighboring vehicles, each vehicle must
be able to detect adversarial vehicles and communication links.
To identify potential Byzantine attacks, we construct a resilience
set for the distributed attack detector (block d), as shown in
Fig. 1. For communication networks G tð Þ of the ICV that can afford
resilience against F-local Byzantine vehicles, each normal vehicle
must detect and discard adversarial interconnections to eliminate
adverse effects; otherwise, resilient platoon control of the ICV can-
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not be guaranteed. To this end, the resilience set R is designed
based on the estimation error set to detect and identify Byzantine
adversaries. More precisely, resilience set R is given by

R ¼ rD ð12Þ
where the constant r > 1 is a resilience parameter. The design
parameter r reflects the ability of the ICV to tolerate cyber-attacks.

Next, based on the estimation error set and resilience set, vehi-
cle i, i 2 V categorizes the received predicted state sequence from
neighbors j, j 2 N i tð Þ into three levels: normal, recoverable, and
adversarial communication.

(1) Normal communication: If the assumed predicted state
sequence of neighbors bxj tð Þ, j 2 N i tð Þ transmitted from vehicle j
to vehicle i satisfiesbxj t þ kjtð Þ � bxj t þ kjt � 1ð Þ 2 D ð13Þ
with k 2 N�0, then the communication link j; ið Þ is normal at time t.
From Eq. (13), it can be seen that the assumed predicted state
sequence bxj t � 1ð Þ broadcast at time t � 1 serves as the center of
the tube Xi tð Þ.

(2) Recoverable communication: The adversarial predicted state
sequence of neighbors bxj tð Þ may be in the resilience tube that cen-
ters along the previous broadcast assumed predicted state
sequence bxj t � 1ð Þ, with k 2 N�0. If the assumed predicted-state
sequence bxj tð Þ satisfiesbxj t þ kjtð Þ � bxj t þ kjt � 1ð Þ 2 R n D ð14Þ
with k 2 N�0, then the communication link j; ið Þ is adversarial but
recoverable at time t. R n D :¼ x 2 R3 j x 2 R; x R D

� �
. Let N r

i tð Þ
denote the set of all recoverable communication links, with
N r

i tð Þ � N i tð Þ. The weight aij tð Þ used in the platoon control design
becomes aij tð Þ ¼ aij t � 1ð Þ=r, which dynamically adjusts the level
of trust in the corresponding communication link/channel among
the ICV.

(3) Adversarial communication: If the received assumed pre-
dicted state sequence bxj tð Þ satisfiesbxj t þ kjtð Þ � bxj t þ kjt � 1ð Þ R R ð15Þ
with k 2 N�0, then the communication link j; ið Þ is adversarial. The
adversarial predicted state information is discarded and not used
in the platoon control design for vehicle i (which implies aij tð Þ ¼ 0).

This study assumes no Byzantine attacks on the ICV at the initial
time t ¼ 0. For vehicle i, i 2 V, the corresponding trustworthiness
weight at the initial time 0, with aij 0ð Þ ¼ 1= N i 0ð Þj j. At time t, the
trustworthiness weight becomes:

aij tð Þ ¼
aij t � 1ð Þ; j 2 N n

i tð Þ
aij t � 1ð Þ � r�1; j 2 N r

i tð Þ
0; j 2 Nm

i tð Þ

8><>: ð16Þ

where N n
i tð Þ, N r

i tð Þ, and Nm
i tð Þ represent the normal, recoverable,

and adversarial neighboring sets, respectively.
Note that normal vehicles do not require an exact determina-

tion of which of their neighboring vehicles is adversarial. Only
the adversarial communication induced by Byzantine adversaries
must be detected based on the assumed predicted states broadcast
at the last time instant, estimation error set, and resilience set.

3.3. Distributed detection algorithm

In this subsection, we present the distributed attack detection
algorithm and the second verification algorithm for ICV in the pres-
ence of F-local Byzantine attacks.

MSR-type algorithms [20,25,39] usually require each agent to
gather the neighboring state information, sort the received infor-
5

mation, and discard the 2F extreme system state values. These
algorithms collect and detect adversarial agents in a centralized
manner, which is a requirement for robust communication net-
works. More precisely, the communication network G tð Þ is at least
(2F þ 1)-robust. In contrast, the proposed detection algorithm dis-
tributively detects broadcast information from neighbors, which
significantly relaxes the restriction on network robustness. Each
normal vehicle only ignores at most F received neighbors’ informa-
tion for the ICV in the presence of F-local Byzantine attacks.

Algorithm 1 summarizes the implementation of the distributed
attack detection scheme for vehicle i, i 2 V at time t in this paper.

Algorithm 1. Distributed attack detection algorithm
Input: The estimation error set D, the resilience parameter r,
the neighboring sets N r

i t � 1ð Þ, Ni t � 1ð Þ, the assumed
predicted states bxj t � 1ð Þ, k 2 N�0 and aij t � 1ð Þ, with
aij 0ð Þ ¼ 1= Ni 0ð Þj j.

Output: The neighboring sets N r
i tð Þ, Ni tð Þ and the weight

aij tð Þ, j 2 Ni tð Þ.
1: for j ¼ 1 to N i t � 1ð Þj j
2: Receive the assumed predicted states bxj tð Þ;
3: if the condition Eq. (12) holds then
4: aij tð Þ  0 and Ni tð Þj j  Ni t � 1ð Þj j � 1;
5: else if the condition Eq. (11) holds then
6: aij tð Þ  aij t � 1ð Þ=r, Ni tð Þj j  Ni t � 1ð Þj j;
7: N r

i tð Þ

 

 N r
i t � 1ð Þ

 

þ 1;

8: else
9: aij tð Þ  aij t � 1ð Þ and Ni tð Þj j  Ni t � 1ð Þj j;
10: end if
11: end for
12: return aij tð Þ, N i tð Þ and N r

i tð Þ.

Before proceeding, we make the following remarks on
Algorithm 1.

Redundant network interconnections are crucial for a resilient
ICV platoon under F-local Byzantine attacks. Typically, MSR-type
algorithms filter adversarial information from neighbors by dis-
carding 2F suspicious system state values at each time step, which
requires the communication network to be at least (2F þ 1)-robust
[20,24,40]. By contrast, our distributed attack detection algorithm
relaxes the network robustness requirement from (2F þ 1) to
(F þ 1). Owing to the resilience set and assumed predicted states,
each normal vehicle can detect the received neighbor information
under relaxed graph robustness. This constitutes a distinct contri-
bution to this study.

Applying Algorithm 1 identifies and ignores severely adversarial
assumed predicted states from neighbors, as indicated in Eq. (15),
in the distributed control strategy. Now, let us consider the special
case (slight cyberattacks) where the broadcast assumed predicted
states violate the estimation error set while remaining within the
resilience set, as given in Eq. (14). In Algorithm 1, instead of dis-
carding this information directly, we dynamically adjust the edge
weight aij tð Þ of the adjacency matrix A tð Þ to eliminate the adverse
effects of Byzantine attacks. A question arises naturally: If the com-
munication link aij tð Þ, j 2 N r

i tð Þ becomes normal, is it possible to
recover the confidence weight? To address this problem, we pro-
vide a ‘‘second verification” mechanism for recovering less severe
communication links. Under this verification mechanism, if attacks
recur in the same communication channel/link and vehicles broad-
cast the misbehaving assumed predicted state given in Eq. (15), we
consider the vehicle vulnerable and discard it. Conversely, if Byzan-
tine attacks Eq. (14) occur at time tik, then we will restore the trust-
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worthiness of the associated vehicle and communication links at
t ¼ tik þW based on Algorithm 1.

This algorithm is referred to as the second verification algo-
rithm and is summarized in Algorithm 2.

Algorithm 2. Second verification algorithm

Input: The assumed predicted state sequence bxj tð Þ of vehicle j,

j 2 N r
i tik
� �

, tik 2 N�1, The resilience set R and N r
i tð Þ.

Output: aij tð Þ, N r
i tð Þ and Ni tð Þ.

1: for t 2 N tikþ1;tikþW½ �
2: aij tð Þ  aij t � 1ð Þ;
3: end for
4: aij tð Þ  raij tik

� �
, t ¼ tik þW;

5: N r
i tð Þ

 

 N r

i tik
� �

 

� 1;

6: return aij tð Þ, Ni tð Þ and N r
i tð Þ.

The detection and isolation mechanism (i.e., detecting attacks
and isolating corrupted communication links/agents) for MAS
under cyberattacks has recently gained attention [20,41]. In con-
trast to these existing attack detection methodologies, the pro-
posed secondary verification algorithm enhances the resilience of
the system to a higher number of Byzantine attacks without
increasing the robustness threshold of the network.
4. Resilient DMPC-based platoon control

In this section, we present a DMPC-based platoon control algo-
rithm for constrained ICVs in the presence of F-local Byzantine
attacks. Inspired by the ‘‘pre-stabilizing” control method [42], the
proposed control policy ui tð Þ ¼ ,i tð Þ þ c	i tð Þ is designed in two steps:

(1) Pre-design the optimal platoon control strategy ,i tð Þ for the
unconstrained ICV based on the reliable predicted state informa-
tion from the normal neighbors and the updated communication
network G tð Þ.

(2) Design the DMPC optimization problem Pi for vehicle i, i 2 V
to explicitly handle the estimation errors and the physical con-
straints, including the state and control input constraints. Solving
the DMPC optimization problem Pi yields the optimal control
input c	i tð Þ.

4.1. Pre-designed platoon control

At time t, communication network G tð Þ may be updated when
Byzantine attacks occur. In this work, we design an optimal pla-
toon control ,i tð Þ for the unconstrained ICV to achieve optimal
control performance. Specifically, the predesigned optimal platoon
control for vehicle i depends on the relative states with its normal
neighbors, that is,

,i tð Þ ¼ K tð Þ
X

j2N i tð Þ
aij tð Þ xi tð Þ � xj tð Þ

� �þ gi0 xi tð Þ � x0 tð Þð Þ
" #

ð17Þ

where K tð Þ denotes the predesigned optimal control gain matrix.
For vehicle i, the assumed predicted states of neighbors bxj tð Þ are
employed to construct the predesigned optimal platoon control
law. Consequently, the predesigned platoon control input in Eq.
(17) can be written as follows:

b,i tð Þ ¼ K tð Þ
X

j2N i tð Þ
aij tð Þ xi tð Þ � bxj tð Þ

� �þ gi0 xi tð Þ � x0 tð Þð Þ
" #

ð18Þ
6

Once the Byzantine vehicles are detected by Algorithm 1 and
Algorithm 2, information from these vehicles is discarded. That
is, Byzantine vehicles were isolated from the ICV, yielding a
time-dependent communication network, G tð Þ. When the commu-
nication networks change, we update the predesigned optimal
control gain matrix K tð Þ, using various methods outlined in Refs.
[43,44].

4.2. DMPC for constrained ICVs

At time t, the cost function Ji ci tð Þð Þ for vehicle i, i 2 V is designed
as

Ji ci tð Þð Þ ¼
X1
k¼0
kci t þ kjtð Þk2Q ð19Þ

where the weighting matrix Q is positive definite and
ci tð Þ ¼ col ci tjtð Þ; :::; ci t þ kjtð Þ; :::ð Þ denotes the control sequence.

Note that cT1; :::; c
T
n

� �T is written as col c1; :::; cnð Þ and kcik2Q denotes

the weighted Euclidean norm ciTQci.
At time t, given the current system state xi tð Þ of each vehicle i,

i 2 V and its neighbors’ assumed states bxj tð Þ, j 2 N i tð Þ, the DMPC
problem Pi is given as

min
ci tð Þ

Ji ci tð Þð Þ
s:t: xi tjtð Þ ¼ xi tð Þ

ð20aÞ
xi t þ kþ 1jtð Þ ¼ Axi t þ kjtð Þ þ Bui t þ kjtð Þ ð20bÞ
ui t þ kjtð Þ ¼ b,i t þ kjtð Þ þ ci t þ kjtð Þ ð20cÞ
ui t þ kjtð Þ 2 U i ð20dÞ
xi t þ kjtð Þ 2 X i ð20eÞ
xi t þ kjtð Þ�bxi t þ kjtð Þ 2 D ð20fÞ

where k 2 N�0. xi tð Þ denotes the state x at time t, and xi t þ kjtð Þ
denotes the predicted state at future time t þ k determined at time
t. Let c	i tð Þ ¼ col c	i tjtð Þ; :::; c	i t þ kjtð Þ; :::� �

be the optimal solution to
problem Pi at time t. Then, we obtain the optimal control input
for vehicle i

u	i t þ kjtð Þ ¼K tð Þ
X

j2N i tð Þ
aij tð Þ x	i t þ kjtð Þ � bxj t þ kjtð Þ� �h

þ
gi0 xi t þ kjtð Þ � x0 t þ kjtð Þð Þ� þ c	i t þ kjtð Þ

ð21Þ

where k 2 N�0, the optimal control input sequence at time t is
u	i tð Þ ¼ col u	i tjtð Þ; :::;u	i t þ kjtð Þ; :::� �

and the corresponding optimal
predicted state becomes

x	i t þ kþ 1jtð Þ ¼ Ax	i t þ kjtð Þ þ Bu	i t þ kjtð Þ ð22Þ
where t 2 N, the optimal state sequence is denoted by
x	i tð Þ ¼ col x	i tjtð Þ; :::; x	i t þ kjtð Þ; :::� �

. Furthermore, applying the first
term of the optimal control input in Eq. (21) to the vehicle system
in Eq. (4) yields

xi t þ 1ð Þ ¼ Axi tð Þ þ Bu	i tjtð Þ ð23Þ
with ci tð Þ ¼ c	i tjtð Þ.

In what follows, some discussions of computation, stability, and
optimality are provided.

(1) Discussion on computation and stability. The DMPC problem
with an infinite prediction horizon usually has a high computa-
tional resource requirement, facilitating theoretical analysis, for
example, feasibility and stability analysis. In practical applications,
we use a DMPC problem with a sufficiently long finite prediction
horizon to estimate an infinite prediction horizon case [45]. The
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stability analysis of finite horizon DMPC for ICV deserves further
investigation.

(2) Discussion on optimality and constraint satisfaction. For an
unconstrained ICV, a predesigned platoon control law is optimal
for a specific cost function [44]. By contrast, the proposed DMPC-
based platoon control gradually converges to the optimal control
input and achieves suboptimal platoon control performance.
Therefore, the algorithm handles physical constraints and achieves
a trade-off between optimality and constraint satisfaction.

The overall RDMP2C algorithm for vehicle i, i 2 V is summarized
in Algorithm 3.

Algorithm 3 RDMP2C Algorithm

Require: The weighting matrix Q , the set D, the initial

assumed state bxi kj0ð Þ ¼ Akxi 0ð Þ, k 2 N�0 and other related
parameters. Set t ¼ 1.

1: while vehicle i, the control is not stopped
2: Measure the current system state xi tð Þ;
3: Receive and evaluate the assumed state trajectories

of neighbors bxj tð Þ, j 2 N i tð Þ as in Algorithm 1 and 2;
4: Solve the problem Pi Eq. (17) to generate the optimal

control inputs c	i tð Þ, and optimal predicted states x	i tð Þ;
5: Apply control input u	i tjtð Þ to vehicle i;
6: Broadcast the assumed predicted sequencebxi t þ kjtð Þ, t 2 N�0 as in Eq. (10) to vehicle j, j 2 N i tð Þ;
7: t ¼ t þ 1;
8: end while

Note that each vehicle verifies the information from its neigh-
bors in step 2 of Algorithm 3 based on Algorithms 1 and 2 at each
time step. When the communication networks change, the pre-
designed platoon control gain matrix K tð Þ in Eq. (21) is recalcu-
lated and updated.
5. Theoretical analysis

In this section, the recursive feasibility of Algorithm 3 and
the convergence analysis of the ICV under Byzantine attacks
are discussed. We first present three technical lemmas before
proceeding with the feasibility and convergence analyses in
Theorem 1.

The following lemma on the nonnegative sequences akf g, bkf g;
and ckf g are fundamental to the resilient platoon analysis, and the
proof can be found in Ref. [46].
Lemma 1. Let akf g, bkf g and ck

� �
be nonnegative sequences,

suppose
P1

k¼1ck <1 and

ak � ak�1 � bk�1 þ ck�1; 8k 2 N�1 ð24Þ

then the sequence akf g converges and
P1

k¼1bk <1.
Let ec i t þ 1ð Þ be the candidate control input sequence for opti-

mization problem Pi at time t þ 1. Depending on whether the
ICV is under attack at time t þ 1, two candidate input sequencesec i t þ 1ð Þ can be constructed.
Case 1. The network G t þ 1ð Þ does not change at time t þ 1.

A candidate input sequence ec i t þ 1ð Þ at t þ 1 is then created by
dropping the first input and appending a terminal zero element of
the optimal control at t,

eci t þ 1þ kjt þ 1ð Þ ¼ c	i t þ 1þ kjtð Þ; k 2 N�0 ð25Þ
7

Case 2. The network G t þ 1ð Þ changes at time t þ 1.
A candidate input sequence eci t þ 1ð Þ is constructed based on the

optimal control sequence u	i t þ kjtð Þ, that iseci t þ 1þ kjt þ 1ð Þ ¼ u	i t þ 1þ kjtð Þ�
K t þ 1ð ÞPj2N i tþ1ð Þaij t þ 1ð Þ�exi t þ 1þ kjt þ 1ð Þ � bxj t þ 1þ kjt þ 1ð Þ� �þ
gi0 exi t þ 1þ kjt þ 1ð Þ � x0 t þ 1þ kjt þ 1ð Þð ÞÞ

ð26Þ

Lemma 2. For the ICV in the presence of F-local Byzantine attacks,

if the initial state xi 0ð Þ is feasible and
P1

k¼0kci t þ kjtð Þk2Q <1,
t 2 N�0, then the control sequence ci tð Þ satisfies limt!1ci tð Þ ¼ 0.

Proof of Lemma 2. To prove the convergence of ci tð Þ as t !1,
we introduce the following function

Vi tð Þ ¼ Ji c
	
i tð Þ� � ¼X1

k¼0
kc	i t þ kjtð Þk2Q ð27Þ

By choosing the control input sequenceec i t þ 1ð Þ ¼ col c	i t þ 1jtð Þ; c	i t þ 2jtð Þ; :::� �
for the ICV when there

are no attacks at t þ 1, the following relationship can be obtained:

eV i t þ 1ð Þ ¼
X1
k¼0
keci t þ 1þ kjt þ 1ð Þk2Q ¼ Vi tð Þ � kc	i tjtð Þk2Q ð28Þ

The control input sequence eci t þ 1ð Þ is feasible but not neces-
sarily an optimal solution to the problem Pi at t þ 1. Then, one has

Vi t þ 1ð Þ � eV i t þ 1ð Þ ¼ Vi tð Þ � kc	i tjtð Þk2Q ð29Þ

It holds that

Vi t þ 1ð Þ � Vi tð Þ � �kc	i tjtð Þk2Q ð30Þ

Note that there are at most F-local Byzantine attacks for vehicle
i, i 2 V, which implies that the control input candidate in Eq. (26) is
adopted no more than F times during the time interval N 1;tiF½ �. Addi-

tionally, C
(

i ¼ 2
PF
s¼1

P1
k¼0
keci tis þ kjtis

� �k2Q <1, with s 2 N 1;F½ �.

Upon summing up Vi t þ 1ð Þ � Vi tð Þ in Eq. (30) from t ¼ 0 to k,
we obtain

lim
k!1

Pk
t¼0

Vi t þ 1ð Þ � Vi tð Þð Þ ¼ lim
k!1

Vi kþ 1ð Þ � Vi 0ð Þ þ C
(

i

6 � lim
k!1

Pk
t¼0;t–tis

kc	i tjtð Þk2Q þ C
(

i

ð31Þ

and Vi tð Þ as t !1, satisfies

0 6 Vi 1ð Þ 6 Vi tð Þ � lim
k!1

Xk

t¼0
kc	i tjtð Þk2Q þ C

(
i <1 ð32Þ

in which Vi 1ð Þ ¼ limt!1Vi tð Þ. From Lemma 1, we obtain that Vi tð Þ
converges as t !1. Therefore, we have limt!1kc	i tjtð Þk2Q ¼ 0, which
implies that limt!1kci tð Þk ¼ 0.
Lemma 3. For any given scalar h 2 0;1ð Þ, suppose that the
summable sequence j tð Þf g satisfies limt!1j tð Þ ¼ 0, then it holds

that limk!1
Pk

t¼0h
k�tj tð Þ ¼ 0.

The main theoretical results of ICV under the RDMP2C algo-
rithm are as follows. Note that q Sð Þ represents its spectral radius
of the matrix S.
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Theorem 1. Consider constrained ICV Eq. (6) in the presence of
F-local Byzantine attacks. Suppose that the communication net-
work G is (F þ 1)-robust, and Byzantine attacks can be detected
using Algorithms 1 and 2. If the conditions
q limp!1

Pp
s¼0A

p�s
K BK tð Þ� � � 1; q AKð Þ < 1 are satisfied, with

AK ¼ Aþ BK tð Þ, and the optimization problem Pi is feasible at t,
i 2 VN tð Þ, t 2 N�0, then

(1) the optimization problem has a feasible solution at t þ 1;
(2) the normal vehicles achieve resilient platoon, with

i; j 2 VN tð Þ and v 0 ¼ VN tð Þj j.
Proof of Theorem 1. (1) Proof of the recursive feasibility. For

case 1 (i.e., network G t þ 1ð Þ does not change), the proof directly
follows the proof in Ref. [47] and is omitted here.

For case 2 (i.e., the network G t þ 1ð Þ changes), the control inputeui t þ 1ð Þ ¼ col eui t þ 1jt þ 1ð Þ; eui t þ 1þ 2jt þ 1ð Þ; :::ð Þ becomeseui t þ 1þ kjt þ 1ð Þ ¼ u	i t þ 1þ kjtð Þ ð33Þ
where k 2 N�0. The constraint eui t þ 1þ kjt þ 1ð Þ 2 U i holds at time
t þ 1.

With the initial condition exi t þ 1jt þ 1ð Þ ¼ x	i t þ 1jtð Þ and the
control inputs in Eq. (33), the corresponding system stateexi t þ 1þ kjt þ 1ð Þ becomesexi t þ 1þ kjt þ 1ð Þ ¼ x	i t þ 1þ kjtð Þ ð34Þ
where k 2 N�0. Hence, constraints Eqs. (17)(e) and (f) hold.

From Eqs. (33) and (34), the feasibility is established at time
t þ 1 when attacks occur.

(2) Proof of the convergence for the resilient platoon.
By substituting Eq. (21) into Eq. (4), we obtain

x t þ 1ð Þ ¼ Iv0 
 AþLG 
 BKð Þx tð Þ þ IM 
 Bð Þc tð Þ ð35Þ

where x tð Þ ¼ col x1 tð Þ; x2 tð Þ; :::; xv0 tð Þð Þ, LG ¼Lþ G, G ¼ G tð Þ,
L ¼L tð Þ, c tð Þ ¼ col c1 tð Þ; c2 tð Þ; :::; cv0 tð Þð Þ, K ¼ K tð Þ, Iv0 2 Rv0�v 0 is
the identity matrix, and the symbol 
 denotes the Kronecker prod-
uct. The corresponding variables and matrices for normal vehicles
in Eq. (35) have compatible dimensions.

The state of the leader vehicle 0 is x0 tð Þ 2 Rn,

x0 t þ 1ð Þ ¼ Ax0 tð Þ þ Bu0 tð Þ ð36Þ

Define �xi tð Þ ¼ xi tð Þ þ di0, fi tð Þ ¼ �xi tð Þ � x0 tð Þ and f ¼ col f1;ð
f2; � � � ; fv 0Þ, i 2 VN tð Þ, then we have

f t þ 1ð Þ ¼ Iv0 
 AþLG 
 BKð Þf tð Þ þ Iv 0 
 Bð Þc tð Þ þ Iv0 
 Bð Þu0 tð Þ
ð37Þ

in which u0 tð Þ ¼ 1
 u0 tð Þ and 1 is a compatible vector with all ele-
ments to be 1.

There always exists an orthogonal matrix
U ¼ 1=

ffiffiffiffiffi
v 0p ;U2; :::;Uv 0

� � 2 Rv 0�v 0 such that the Laplacian matrix is

diagonalized, that is, UTLGU ¼ diag 0; k2; :::; kv 0ð Þ, where Ui,
i 2 N 2;v 0½ � is an orthogonal eigenvector of LG.

Using the property of Kronecker product, one obtains

UT 
 In
� 	

Iv0 
 AþLG 
 BKð Þ U 
 Inð Þ
¼ diag A;Aþ k2BK ; :::;Aþ kv0BKð Þ ð38Þ

Define ef tð Þ ¼ col ef1 tð Þ;ef2 tð Þ; :::;efv 0� 	
¼ UT 
 In

� 	
f tð Þ, then Eq.

(37) is expressed byef t þ 1ð Þ ¼ diag A;Aþ k2BK ; :::;Aþ kv 0BKð Þef tð Þ
þ UT 
 In
� 	

Iv0 
 Bð Þc tð Þ � UT 
 In
� 	

Iv 0 
 Bð Þu0 tð Þ ð39Þ
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Next, we define the transition matrix U ¼ diag A;Aþð
k2BK; � � � ;Aþ kv 0BKÞ and B ¼ UT 
 In

� 	
Iv 0 
 Bð Þ, then Eq. (37)

becomesef t þ 1ð Þ ¼ Uef tð Þ þBc tð Þ �Bu0 tð Þ ð40Þ
which implies that ef tð Þ ¼ Utef 0ð Þþ Pt�1

k¼0U
kBc t � 1� kð Þ�Pt�1

k¼0U
kBu0 t � 1� kð Þ; t 2 N�1:

It holds that ef1 tð Þ ¼ 1=
ffiffiffiffiffi
v 0
p Pv 0

i¼1fi tð Þ
� � ¼ 0. Also, owing to

q Aþ kiBKð Þ < 1, i 2 N 2;v 0½ �, we obtain the term limt!1U
tef 0ð Þ ¼ 0.

In light of q Aþ kiBKð Þ < 1, there always exists a constant
b 2 0;1ð Þ, such that

kUtk � bt < 1 ð41Þ
Define E t � 1� kð Þ ¼ kIv 0 
 Bkkc t � 1� kð Þk. Using the Cauchy–

Schwarz inequality and Eq. (41), we have

lim
t!1

Pt�1
k¼0U

kBc t � 1� kð Þ � lim
t!1

Pt�1
k¼0kUkkE t � 1� kð Þ

� lim
t!1

Pt�1
k¼0b

kE t � 1� kð Þ
ð42Þ

From Lemmas 2 and 3, we obtain

lim
t!1

Xt�1
k¼0

UkBc t � 1� kð Þ ¼ 0 ð43Þ

Similarly, it holds that

lim
t!1

Xt�1
k¼0

UkBu0 t � 1� kð Þ ¼ 0 ð44Þ

Therefore, the constrained ICVs under F-local Byzantine attacks
achieve a platoon control objective with guaranteed resilience. The
proof is completed.

Although most current studies on platoon control emphasize
error dynamics and require vehicles to receive information from
the leader, practical limitations can impede some vehicles from
accessing the leader’s data because of restricted communication
ranges. In contrast, only a portion of the follower vehicles are
required to obtain information from the leader in the proposed pla-
toon control design, making this work more general and practical.

6. Simulation

In this section, we describe numerical simulations to verify the
effectiveness of the proposed RDMP2C strategy for ICV under 1-
local Byzantine attacks. A platoon consisting of seven vehicles
moves along a single lane with a fixed distance gap d = 5 m. The
longitudinal dynamics of vehicle i, i ¼ 0; � � � ;6 are given by

xi t þ 1ð Þ ¼ Axi tð Þ þ Bui tð Þ ð45Þ
where xi tð Þ ¼ si tð Þ;v i tð Þ; ai tð Þ½ �T 2 R3 includes the position si tð Þ, the
speed v i tð Þ and the acceleration ai tð Þ.

A ¼
1 T 0:5T2

0 1 T

0 0 1� T
s

264
375 and B ¼

0
0
T
s

264
375 ð46Þ

where T ¼ 0:2 and s ¼ 0:6 are the sampling time and vehicle engine
constant, respectively. The control input constraints are ui tð Þj j � 3.
The vehicle system constraints are given as 0 � v i tð Þ � 20 m�s�1
and ai tð Þj j 6 3 m�s�2. Lead vehicle 0 starts at a low speed, accelerates
to reach a speed of 18 m�s�1, and keeps a constant speed. That is,

v0 tð Þ ¼
10 m � s�1; t 6 2 s
10þ 2t m � s�1; 2 s < t 6 6 s
18 m � s�1; 14 s < t 6 6 s

8><>: ð47Þ
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with s0 0ð Þ ¼ 0 and a0 0ð Þ ¼ 0. Only a portion of follower vehicles can
receive information from the lead vehicle 0. The initial states of six

vehicles are x1 0ð Þ ¼ �5:2; 20; �0:4½ �T, x2 0ð Þ ¼ �10:3; 20; �0:4½ �T,
x3 0ð Þ ¼ �15:9; 20; �0:2½ �T, x4 0ð Þ ¼ �20:7; 20; 0:2½ �T, x5 0ð Þ ¼ �25:7;½
20; 0:3�T, and x6 0ð Þ ¼ �30:7; 20; �0:1½ �T, respectively. The 2-robust
communication network among ICV is described by the neighboring
sets: N 1 0ð Þ ¼ 0; 2f g, N 2 0ð Þ ¼ 0; 1f g, N 3 0ð Þ ¼ 1; 2f g,
N 4 0ð Þ ¼ 2; 3f g, N 5 0ð Þ ¼ 3; 4f g andN 6 0ð Þ ¼ 4; 5f g.

Ensuring safety and rational driving exploration and exploita-
tion are crucial for the online evolution of autonomous driving.
These principles are the key factors affecting the safety, comfort,
and trust of drivers and passengers in online autonomous driving.
This section introduces the corresponding modeling methods for
these two principles, including predictive safe-driving envelope
modeling and a rational exploration and exploitation scheme.
Table 1
Two types of Byzantine attacks.

Attack type Attack duration Attack intensity Vehicle
index

Byzantine attack A1 N 36;40½ � �0:7þ 1:4rand 3;1ð Þ 5
Byzantine attack A2 N 51;55½ � �3:0þ 6:0rand 3;1ð Þ 3

Table 2
Simulation scenarios.

Conditions Scenario 1 (S1) S

ICV under attack A1 � �
ICV under attack A2 � �
ICV with normal communication U U

Attack detection mechanism � �
Control method PCPC [44] D

Fig. 2. ICV system states and control input signals under the PCPC method in S1. The ICV
attack-free. Panel (a) depicts the position of seven vehicles. Panel (b) plots the vehicle v
acceleration of the ICV. Here, the dashed lines denote the bound of the acceleration spee
six follower vehicles, respectively. In panel (f), we provide the control input signals of s
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The prediction horizon is chosen as N ¼ 12 and the estimation
error set is D ¼ x 2 R3 j kxk � 0:5

� �
, using a weighting matrix

W ¼ 1. Following the method in Ref. [44], the pre-designed consen-
sus gain matrix is designed as K 0ð Þ ¼ �0:4042;½
�1:0015; �0:5387�.

Two Byzantine attacks, A1 and A2 are randomly generated and
injected into follower vehicle 5 and vehicle 3, respectively, as listed
in Table 1. The resilience parameter is chosen as r ¼ 1:6, and the
maximum attack duration is W ¼ 5. The four simulation scenarios
(S1, S2, S3 and S4) listed in Table 2 [48] are designed to verify the
platoon control performance of the proposed framework.

In the first two baseline scenarios, the ICVs are simulated without
considering Byzantine attacks. In S1, we simulate the pre-designed
consensus-based platoon control method (PCPC) [44]. The results,
including the system states, system error states, and control inputs,
are presented in Fig. 2. Fig. 2(a) demonstrates that follower vehicles
maintain the desired relative distance and consistent speed. However,
the PCPC method cannot guarantee constraint satisfaction in terms of
physical constraints including the speed, acceleration, and control
input constraints (Figs. 2(b), (c), and (f)).

In S2, we test the DMPC method [48] for a constrained ICV with-
out Byzantine attacks, to facilitate comparison. The simulation results
shown in Fig. 3 demonstrate that the DMPCmethod achieves the pla-
toon control objective while guaranteeing constraint satisfaction.
cenario 2 (S2) Scenario 3 (S3) Scenario 4 (S4)

U U

U U

U U

� U

MPC [48] DMPC [48] RDMP2C

s (one leader vehicle 0 with a red line and six follower vehicles with gray lines) are
elocities. The dashed lines represent the bound of the velocity. Panel (c) shows the
d. Panels (d) and (e) display the corresponding position errors and velocity errors of
ix follower vehicles.



Fig. 3. ICV system states and control input signals under the DMPC method in S2. The ICVs (one leader vehicle 0 with a red line and six follower vehicles with gray lines) are
attack-free. Panel (a) depicts the position of seven vehicles. Panel (b) plots the vehicle velocities. The dashed lines represent the bound of the velocity. Panel (c) shows the
acceleration of the ICV. Here, the dashed lines denote the bound of the acceleration speed. Panels (d) and (e) display the corresponding position errors and velocity errors of
six follower vehicles, respectively. In panel (f), we provide the control input signals of six follower vehicles.

Fig. 4. ICV system states and control input signals under the DMPC method in S3. The ICV (one leader vehicle 0 with a red line and six follower vehicles with gray lines) are
under F ¼ 1 local Byzantine attack. Panel (a) depicts the position of seven vehicles. Panel (b) plots the vehicle velocities. The dashed lines represent the bound of the velocity.
Panel (c) shows the acceleration of the ICV. Here, the dashed lines denote the bound of the acceleration speed. Panels (d) and (e) display the corresponding position errors and
velocity errors of six follower vehicles, respectively. In panel (f), we provide the control input signals of six follower vehicles. The red and blue areas represent the periods
under the Byzantine attack A1 and A2, respectively.
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Fig. 5. Vehicle system states and control input signals in S4. The ICVs (one leader vehicle 0 with a red line and six follower vehicles with gray lines) are under F ¼ 1 local
Byzantine attack. Panel (a) depicts the position of seven vehicles. Panel (b) plots the vehicle velocities. The dashed lines represent the bound of the velocity. Panel (c) shows
the acceleration of the ICV. Here, the dashed lines denote the bound of the acceleration speed. Panels (d) and (e) display the corresponding position errors and velocity errors
of six follower vehicles, respectively. In panel (f), we provide the control input signals of six follower vehicles. The red and blue areas represent the periods under the
Byzantine attack A1 and A2, respectively.
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In the last two scenarios, the ICVs are attacked by two types of
Byzantine attackers (see Table 1). In S3, the DMPC method cannot
achieve resilient platoon control without an attack detection
mechanism. In Figs. 4(a) and (d), follower vehicles i ¼ 3; :::;6 do
not operate normally and stop operating. More precisely, the nor-
mal follower vehicles i ¼ 4; :::;6 cannot maintain the desired spac-
ing and stability when Byzantine attacker A2 attacks vehicle 3.

In S4, the proposed RDMP2C framework is simulated, and the
results are shown in Fig. 5. The stability and resilience of the ICV are
guaranteed under the proposed RDMP2C. Because of the distributed
attack detection algorithms, the adversarial information from vehicle
3 is detected and discarded. Consequently, the following normal vehi-
cles i ¼ 4; � � � ;6 retain the desired resilient platoon behavior. Further,
in the second verification algorithm, normal vehicles can achieve resi-
lient platoon control when vehicle 5 is attacked by slight attacker A1.

Therefore, the proposed RDMP2C algorithm achieves a trade-off
between optimality and constraint satisfaction while ensuring the
resilience of the ICV under F-local Byzantine attacks. The main
advantages of the proposed algorithmwith respect to resilient con-
trol algorithms [11–14,16,17] lie in its ability to handle Byzantine
attacks on constrained vehicles. The aforementioned resilient con-
trol algorithms ensure only the resilience of the ICV under DoS or
FDI attacks. Moreover, the network robustness requirement is sig-
nificantly relaxed compared to MSR-type algorithms [20,39]. Resi-
lient platoon control is achieved over an (F þ 1)-robust graph
despite F-local Byzantine attacks.

7. Conclusions

This paper presented a resilient DMPC-based platoon control
framework for constrained ICV under F-local Byzantine attacks.
A distributed Byzantine attack detection mechanism was devel-
11
oped to enable each vehicle to detect a Byzantine attack by rely-
ing only on the (F þ 1)-robust graph. Communication among ICV
was classified into different types based on the attack intensity:
normal, recoverable, and adversarial communication. Based on
the resilience set and parameters, we developed a second verifi-
cation algorithm to recover the communication channels under
slight attacks, which offered the opportunity to further relax
the robustness requirements of communication networks. The
proposed resilient platoon control strategy, which took advan-
tage of the predesigned optimal control and DMPC optimization,
ensured robust constraint satisfaction and optimized platoon
control performance. A rigorous theoretical analysis was con-
ducted, including recursive feasibility and closed-loop stability.
The simulation results verified the effectiveness of the proposed
algorithm.

This study suggests several directions for future research. This
study examines longitudinal ICV under local Byzantine attacks.
The proposed RDMP2C framework can be extended to handle con-
strained ICV in more complex environments such as time-varying
communication networks [26]. Also, we expect that the proposed
approach can be applied to address the flexible ICV platoon prob-
lem as demonstrated in Ref. [49]. Furthermore, advanced machine
learning methods like graph neural networks [50] hold promise for
detecting adversarial cyberattacks on ICVs in intricate real-world
situations.
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