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ABSTRACT During snowfall, the utility of the road infrastructure is critical. Roads must be effectively
cleared to ensure access to important locations and services. In this paper, we present an end-to-end
framework for snow removal vehicle routing based on road priority. We offer an artificial intelligence-based
image-based approach for estimating snow depth and traffic volume on roads. For segments monitored by
CCTV cameras, we exploit images and supervised learning models to perform this task. For unmonitored
roads, we use the Graph Convolutional Network architecture to predict parameters in a semi-supervised
manner. Following that, we assign priority weights to all graph edges as a function of image-based
attributes and road categories. We test the method using a real-world example, simulating snow removal
within a study area in Montreal, Quebec, Canada. As input for the framework, we collect CCTV image
data and combine it with a 2D map. As a result, more efficient snow removal operation can be achieved
by optimizing the trajectories of trucks based on the computer vision module outputs.

INDEX TERMS Snow removal, road service prioritization, graph analytics, computer vision, vehicle
routing.

I. INTRODUCTION

DURING the winter season, many areas around the
world witness heavy snowfall. Cities face serious

challenges maintaining smooth access to the road network
in such adverse weather conditions. The accumulation of
snow on the roads affects vehicle mobility, causes traffic
congestion, and alters the daily course of life [1], [2].
Furthermore, failing to remove snow actively prevents access
to vital services and public transport. On the other hand,
snowfall can cause a threat to road users’ safety, especially
when accompanied by ice, black ice, and rain. These
occurrences make the road surface slippery and increase the
chances of a vehicle collision and skidding. The Canadian
National Collision Database reports that during the last 20
years, 20% of car accidents happen on snowy or icy roads.
The U.S. Federal Highway Administration records over 1300
fatalities in vehicle crashes during snowfall annually. In
addition, over the past few years, snowstorms have become
less frequent but more severe and unpredictable due to

climate change. These facts emphasize the importance of
snow removal to keep the road network accessible and safe.
However, multiple constraints imposed on snow removal

make it a very challenging task. Snow removal operations
require winter service vehicle fleets, de-icing chemicals, and
fuel with the growing demand. Hence, government institu-
tions need to scale budgets to accommodate increasing costs.
Time also represents a crucial constraint for planning snow
removal. Active and on-time operations execution helps the
road network recover faster. Additionally, operations must be
completed before more snow falls to prevent accumulation
as unattended roads might become more difficult to plow
later. Other problems include difficult access to certain
roads, traffic congestion, and prohibited vehicle parking.
The coexistence of these challenges within large urban
areas makes snow removal management and planning more
complex. For this reason, implementing intelligent decision-
making systems is crucial. These solutions can exploit the
big data produced by different connected IoT devices (such
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as sensors, cameras, etc.) to acquire knowledge about road
status and weather conditions. Artificial Intelligence (AI)
algorithms can be also incorporated to analyze data and
plan snow removal operations efficiently. Therefore, in this
study, we propose a novel framework for snow removal
vehicle routing in an urban road network. This framework
leverages closed-circuit television (CCTV) cameras and deep
learning methods to measure snow levels covering roads and
compute road priorities. The framework aims to recommend
an optimal route for snow removal trucks to plow all roads
based on road priorities.
Measuring snow level covering is part of active research

on the estimation of winter road surface condition (RSC).
Recent studies used different measurement tools and
approaches including road weather information systems,
IoT sensors, and traffic cameras. In [3], Shibara et al.
designed a V2X sensor platform that uses weather, infrared,
and motion sensors to estimate the road surface cover
including snow and ice. However, with the growing number
of cameras installed in road networks, multiple deep learning
models are trained using image datasets produced by
these cameras. Zhang et al. [4] introduced a visible and
infrared image fusion method for the road snow cover
classification. A recent work studied the use of webcams
installed on interstate roads to estimate weather and surface
conditions [5]. They identified three weather conditions
(clear, light snowfall, and heavy snowfall) and three surface
covers (dry, wet, and snowy). Grabowski and Czyżewski [6]
used sensor measurements to annotate an image dataset
and trained a convolutional neural network (CNN) that
achieved 98.34% accuracy in winter road cover classification.
In [7], the authors proposed a LiDAR-based approach to
estimate the snow level covering the road using point
cloud data, hence allowing coverage of wide-area ranges.
Pan et al. [8] trained a model for to classify road snow
cover and implemented an online model update strategy to
optimize the model with new images.
Winter service vehicle routing is a challenging problem.

Recent work on this subject includes various approaches to
road network modeling, relevant parameters selection, objec-
tive functions design, and routing algorithms implementation.
In [9], the author addressed the problem of determining the
optimal path for one vehicle while considering the number
of sweeps necessary to clear the road. The road network is
modeled as a graph with directed and undirected edges. The
author proposed an asymmetric traveling salesman problem
approach with the objective function to minimize traveling
time. In [10], Soloveva et al. proposed a solution that
optimizes operation costs while penalizing uncleaned roads
based on their vehicle flow capacity. Another approach
proposed by [11] aimed to optimize the snow removal vehicle
path by reducing the deadhead travel, i.e., when the vehicle
travels but does not remove snow. The authors considered
different objective functions to optimize cost, completion
time, and total working time.

Unlike the aforementioned studies that focus on
minimizing operation time and cost, the authors of [12]
proposed another approach for optimizing urban snow
removal. They treated the snow removal planning problem
from a resilience perspective. The aim of this study is
to plan operations such as the road network recovery is
optimized, i.e., the road service is restored quickly after
the snowfall. The first is the resource location-allocation
problem, which aims to optimize the location of winter
service resource centers. Based on these locations, the
vehicle routing problem (VRP) is studied with the constraint
of attaining a resilience value representing the road service
capability. In [13], Rasul et al. combined the Chinese
Postman Problem and Tabu search algorithm to optimize
the snowplowing routes. In another work, Jin et al. [14]
proposed a vulnerability-based approach to urban snow
plowing optimization. They applied a rule to prioritize
critical roads, which can negatively affect the road capacity.
They modeled the snow plow problem as a capacitated
arc routing problem for which they proposed a heuristic
algorithm that minimizes the operation completion time.
In [15], the authors proposed a snowplow route optimization
framework that takes as input real-time traffic demand in
order to find dynamic optimal routes for plowing trucks that
minimize travel time for road users and operation completion
time. While all these works use 2D maps to represent road
networks, Park et al. [16] opted to use a 3D model for the
road network. This model considered the road slope, which
is an important factor that affects vehicle travel time and
cost. For the VRP, the authors designed a genetic algorithm
to minimize the objective function, aiming to reduce the total
length of traveled roads while clearing priority roads.
Most existing works on snow removal VRP use existing

databases or generated data to approach the problem. In
addition, real-world applications still rely on manual inspec-
tion or simple measurement tools to determine snow-covered
streets. Although there are several works on estimating
snow levels, no research has taken advantage of cameras to
assist in routing snow removal vehicles. In this work, we
intend to exploit CCTV cameras to estimate snow levels and
compute road priorities for snow removal. We employ deep
learning algorithms to process the video frames collected
from deployed CCTV infrastructure. In addition, we develop
graph analysis methods to generate a priority-weighted graph
representing the road network of the geographical area of
interest.
The contributions of this paper can be summarized as

follows:
• We develop a computer vision-based framework for
modeling the road network in an urban snow removal
context.

• We leverage CCTV image data and deep learning
algorithms to estimate snow levels covering the roads
and traffic volume in supervised and semi-supervised
settings.
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FIGURE 1. Overview of the snow removal vehicle routing framework using CCTV camera images for road priority computation.

• Based on the inputs of the computer vision modules,
we design a graph-based approach to represent the road
network and compute road priority weights.

• We validate our proposed framework for routing snow
removal trucks in a real-world scenario and practical
use-cases.

The remainder of this paper is organized as follows. We
introduce the components of the AI-based snow removal
vehicle routing framework in Section II. In Section III, we
model the road network with a weighted graph structure,
leverage deep learning algorithms to compute the weights,
and discuss the snow removal vehicle routing problem. In
Section IV, we present a case study to validate the proposed
framework. Finally, we conclude the article in Section V and
discuss potential future work.

II. METHODOLOGY
We feed CCTV camera images and a 2D map of the road
network as input data to the framework. We develop AI and
graph-based methods for data processing to compute road
priorities. These priorities, expressed as graph weights, are
used for the snow removal VRP. In global, the framework
comprises five blocks as illustrated in Fig. 1. In the first
block, we pre-process the 2D input map to extract a graph
structure representing roads and intersections. We identify
intersections equipped with CCTV cameras and perform
some graph simplification operations such as removing
private roads, duplicating edges to model bi-directional

roads, and splitting long roads into small segments. The
second block represents the computer vision component of
the framework. In this block, we leverage the CCTV cameras
to estimate snow level and traffic volume on monitored roads
using supervised deep learning algorithms. We exploit an
EfficientNet CNN for classification and a YOLOv5 object
detector to achieve this task parallelly. The third block
features a graph-based approach to estimate snow level and
traffic volume on unmonitored road segments. We exploit
the output of the previous blocks to predict the attributes for
each road covered by a CCTV camera. Furthermore, we train
a Graph Convolutional Network (GCN) in a semi-supervised
way to extrapolate the missing attributes.
Once we estimate the snow level and traffic volume for

all roads, we compute the weight for each graph edge in
the fourth block. These weights indicate the importance of
roads in the snow removal operation, i.e., their priority. The
weights are a function of the estimated attributes and the
network topology. The final block is for vehicle routing.
Based on the extracted weights, we determine a path for a
snow removal vehicle from a source point to a destination
point. The objective is to plow high-priority roads first as
fast as possible.
In summary, starting from a 2D map and video frames

captured by CCTV cameras, we generate a fast routing
strategy for snow removal truck to plow high-priority roads.
Computer vision modules, a GCN, and a VRP algorithm are
sequentially designed to achieve these objectives.
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III. ROAD WEIGHT COMPUTATION AND ROUTING
OPTIMIZATION
In this section, we discuss the different steps to generate
a weighted road network graph for a given geographical
area. Specifically, we present the different computer vision
modules to extract relevant parameters from images and
estimate road priority weights.

A. ROAD NETWORK GRAPH EXTRACTION
We model the road network as a graph, denoted by G(V,E),
where V is the set of vertices (nodes) and E is the set of
road segments. A vertex v ∈ V initially corresponds to the
intersection of multiple streets. An edge e ∈ E corresponds
to a road connecting two nodes. For this work, we assume
that the graph is undirected. We use CCTV cameras installed
in different locations in the road network to estimate snow
levels and traffic volumes in order to create edge weights
for snow removal priorities. For each vertex v, we assign a
boolean attribute indicating the presence of a CCTV camera.
We assume that each camera has a maximum coverage
distance d. For each edge e, we assign an attribute indicating
which camera monitors this road. If the road length l > d,
we create new intermediate vertices and divide this road
into equal length segments (linter = d), except the last
segment llast = l mod d. We add the new vertices and edges
to V and E, respectively. In the next three subsections, we
leverage three deep learning models to assign weights for
all graph edges. These weights will be used for the snow
removal VRP.

B. SNOW LEVEL CLASSIFICATION
We use CCTV camera feeds to determine the level of snow
covering the roads. In this part, we are solely interested in the
classification of snow levels on camera-monitored roads. We
assume that the snow level on all roads connected to a single
node is the same. We perform the snow level classification
for all cameras at a given instance texp.

We acquire and annotate a large image dataset to train
and test the CNN classification model [17]. This dataset
describes four classes corresponding to different snow cover
levels that are in accordance with snow removal operations.
The classes are the following: “clear surface”, “light-covered
surface”, “Medium-to-heavy-covered surface”, and “plowed
surface”. Fig. 2 showcases a sample of each class.

We exploit pre-trained CNNs that we adapt to the snow
level classification task. We exclude the CNN top layers
and replace them with two fully connected layers of sizes
256 and 128, respectively. The output of the network is the
output of the softmax function applied to the last layer. The
output size corresponds to the four target classes.
As snowfall events are not as frequent as normal weather,

the collected dataset is imbalanced, i.e., some classes have a
higher instance number than others. We use a class-weighted
loss function to avoid the model being biased toward majority
classes. This loss function considers the skewed distribution

FIGURE 2. Sample images of the different snow cover classes.

of the classes while training the CNN model. For each class i,
the class weight wi is given by:

ωi =
{ n
N×ni if i ∈ [light, plowed],
1 else,

(1)

where N is the number of classes, n is the total number
of dataset instances, and ni is the number of samples in
class i. The loss function is initially calculated for a single
sample as:

Loss = −
N∑
i=1

yi log
(
ŷi

)
, (2)

where yi is the ground truth label, ŷi is the predicted value,
and log() is the natural logarithm. The loss function is now
expressed as follows:

Loss = −
N∑
i=1

ωiyi log
(
ŷi

)
. (3)

The output of this step provides an attribute of each
road segment covered by a CCTV camera. The label
indicates whether at a given instance texp, a road segment
is cleared, plowed, lightly covered, or Medium-to-heavy-
covered. Hence, an indication on the status of the road
is provided instantaneously. Subsequently, priority will be
given to medium-to-heavy- and light-covered surfaces.

C. VEHICLE COUNTING AND TRAFFIC ESTIMATION
Traffic volume is a necessary parameter for determining
the streets’ priorities for snow removal. In this phase, we
estimate the traffic volume in intersections equipped with
CCTV cameras. In our case, we do not have access to
the video stream. Instead, the cameras post only images
controlled by a refresh rate. To estimate traffic importance,
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FIGURE 3. Example of the YOLOv5 object detector output.

we calculate the number of vehicles during the past period
Tcount for each node.
The counting step consists in using the YOLOv5 [18]

object detector to detect different objects in an image, filter
out vehicles, and count them. YOLOv5 is one of the most
efficient and widely used object detectors, as it can accurately
detect objects at different scales within a fast inference
time [19]. For the vehicle counting task, we use the YOLOv5l
(large) variant having 46.5 million parameters. The detector
is trained on the COCO dataset and achieves 48.8% mean
Average Precision for detection. The classes we consider are
“car”, “bus”, and “truck”. We filter the detected vehicles and
keep ones having prediction confidence greater than 70%.1

We also distinguish parked and moving vehicles. We
leverage one property of the CCTV cameras, which is
having a fixed view during large time periods. For each
image, we compare the detected vehicles with the previous
image. Parked vehicles would have almost the same detected
bounding boxes in both images. We use the Intersection over
Union (IoU) metric to detect the parked vehicle boxes, with
a threshold of 90%.
Fig. 3 shows an example of the vehicle detection algorithm

output. Using the YOLOv5 object detector, we can then
count the number of moving vehicles during a certain period
of time before the beginning of the snow removal operation.
Hence, an indication on the congestion level of the roads is
given and priority levels will be assigned accordingly, as it
will be detailed in the next section.

D. GRAPH WEIGHT COMPUTATION
In this section, we aim to compute the priority weights of all
edges of the graph representing the road network of the area
of interest. We proceed with two steps: first, we compute the

1. In this study, we use YOLOv5 pre-trained weights as they are. Hence,
the efficiency of the object detector in adverse weather conditions might
be degraded. Multiple computer vision techniques can be employed to
cope with this issue, including deraining and dehazing using generative
models [20], [21]. This requires elaborate efforts and has been left to a
future extension of this work.

weights for the edges/roads covered by the CCTV cameras.
Then, we employ a weighted extrapolation strategy on the
graph to estimate weights for unmonitored roads.

1) WEIGHT COMPUTATION FOR MONITORED ROADS

Having estimated snow levels and traffic volumes on roads
monitored by CCTV cameras, we can assign weights to
their corresponding edges. Each weight represents a priority
coefficient to perform a snow removal operation on the
road. In addition to snow level and vehicle count, each
road has a type attribute. The road type can be “primary”,
“secondary”, “tertiary”, or “residential”. We characterize
each type by a coefficient rij ranging from 0 to 1. We
define r1, r2, r3, and r4 as the coefficient values for each
road type, respectively, which are the parameters to define
when operating depending on the need for snow removal.
Following the same approach, we assign coefficients sij
for snow level categories “clear surface”, “light-covered
surface”, “Medium-to-heavy-covered surface”, and “plowed
surface” with the values with values s1, s2, s3, and s4,
respectively. Finally, we assign for each road a binary
coefficient aij that indicates if any important amenity (such
as hospitals, schools, fire and police departments) are located
on that road. The weights measuring the p[priority of each
road eij connecting the nodes i and j and measuring are
computed as follows:

Wij = sij ×
(
rij + vnormij + aij

)
3

, (4)

where vnormij is the normalized vehicle count for edge eij, and
ai,j represents the amenity coefficient.
Note that, sij and vnormij have the same values for all edges

monitored by the same camera, while rij may vary according
to the 2D map input.

2) WEIGHT EXTRAPOLATION FOR UNMONITORED
ROADS

Previously, we proposed a computer vision-based method to
estimate snow levels and traffic volume on roads monitored
by CCTV cameras and compute their priority coefficients.
However, edges corresponding to unmonitored roads remain
unweighted.
We propose a method that leverages the network topology

and the GCN [22] to extrapolate the weight values. GCN is
a type of neural network that handles graph-structured data.
GCNs can perform different node-level or graph-level tasks,
such as graph classification [23], node classification [24],
or link prediction [25]. The GCN takes as inputs a feature
vector and a graph representation to produce a node-level
output. The GCN uses graph convolution layers to locally
aggregate the features from neighboring nodes. It computes
a weighted sum of the feature vectors of neighboring nodes
and incorporates it into the current node’s representation.
This aggregation process is performed for every node in
the graph. Later, a node update function is applied to
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incorporate the aggregated information into the current
node’s representation.
Multiple works applied the GCN to road network graphs

to extrapolate node attributes or edge weights. In [26],
Friji et al. used the GCN as an encoder to embed a
road network graph and then extrapolate edges weights by
decoding the embedding. In [27], the authors proposed a
framework for stochastic weight completion using GCN in
the context of vehicle routing. They exploit the network
topology and neighbor correlations to generate a fully-
weighted graph. In [28], the authors leveraged a GCN
model to extract spatial correlation features in an urban
road network in order to build a framework for traffic
flow prediction. This model takes as input two different
graphs representing regional traffic information. In our work,
the CGN estimates snow level and vehicle count at each
unmonitored camera. We then apply (4) to compute the
weights.
We exploit the GCN in a semi-supervised setting for node

classification, as we possess a training set that consists of
labeled samples (monitored vertices) and unlabeled samples
(unmonitored vertices). The number of unlabeled samples is
much greater than labeled samples. In our case, we train the
GCN model in a featureless mode, as the nodes have no
input features, which is our case. An identity matrix is used
instead of the input features as suggested in [22]. During
training, the GCN leverages the graph topology and the
labeled nodes to share features between neighboring nodes
and extract node embeddings that are used for classification.
The GCN architecture that we use has three hidden graph
convolutional layers with ReLU activation function as a node
update function. We add a softmax layer on top of the GCN
output is added to obtain class probabilities.
We train the GCN for the snow level and traffic volume

estimation separately. For snow level, the values of camera
nodes are one-hot encoded and fed to GCN as the labeled
instances. On the other hand, we categorize the vehicle count
attribute into four even bins ranging between the minimum
and maximum vehicle count and then one-hot encode it. The
vehicle count extrapolation becomes a classification problem
rather than a regression one.

E. SNOW REMOVAL VEHICLE ROUTING
In this section, we consider the problem of routing one snow
removal truck. Let O be the starting point for the truck,
for example, the dispatch center. It should follow a path
from O to a destination point D that plows the maximum
possible high-priority roads. The routing problem consists
of minimizing the objective function F defined as:

F =
∏
ij∈E

1

Wij
, (5)

where Wij is the weight (priority) of edge eij.
To find the path between O and D, we modify Dijkstra’s

algorithm to minimize F. The original algorithm minimizes

Algorithm 1 Dijkstra’s Modified Algorithm for Road
Priority Maximization
1: function WEIGHTED_DIJKSTRA(G,O,D)
2: dist[node]←∞ for node in G.nodes
3: dist[O]← 1
4: prev← {}
5: heap← [(1,O)]
6: while heap �=[] do
7: (d, node)← heap.pop()
8: if node = D then
9: path← []

10: while node in prev do
11: path.append(node)
12: node← prev[node]
13: end while
14: end if
15: path.append(O)

16: path.reverse()
17: break
18: if d > dist[node] then
19: continue
20: end if
21: for neighbor,weight in G[node] do
22: alt← dist[node]× ( 1

weight )

23: if alt < dist[neighbor] then
24: dist[neighbor]← alt
25: prev[neighbor]← node
26: heap.push(alt, neighbor)
27: end if
28: end for
29: return dist[target], path
30: end while
31: end function

the sum of edge weights to build the shortest route. At the
start of the algorithm, the distance to the source is initialized
to 0. At each node, the algorithm selects the next node
that would make the minimum cumulative sum. In our case,
we aim to build a path that prioritizes visiting high-priority
edges. As 0 < Wij ≤ 1, the algorithm should select the
neighboring node that would make the maximum cumulative
product, i.e., closer to 1. Since Dijkstra’s algorithm is used
for minimizing the edges’ weights, we use the inverse of
the priorities instead. Hence, we minimize the product of
the priority inverses.
We modify Dijsktra’s objective function to min(F). To

avoid multiplication by 0, the distance to the source is
initialized as 1. The pseudo-code for the algorithm is shown
in Algorithm 1.

IV. SIMULATIONS AND DISCUSSIONS
In this section, we present the different data sources we use
to develop the proposed framework. We showcase the outputs
of the vehicle routing framework components through a case
study.
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FIGURE 4. “Ville-Marie” borough road network graph representation after, camera identification, dead-end roads removal, dividing long roads into segments that are covered
by cameras, and finally consolidating the intersections.

A. DATASET PRESENTATION
1) ROAD NETWORK MAP

In this section, we focus on two boroughs of Montreal,
QC, Canada: “Ville-Marie” (VM) and “Le Plateau-Mont-
Royal” (PMR). To extract the road network for the study
areas, we use the OSMnx [29] and NetworkX2 python
packages to fetch and manipulate the map graph through the
OpenStreetMap3 project. For the simulations, we only extract
“primary”, “secondary”, and “tertiary” roads for simplicity.
After its extraction, the graph undergoes several pre-

processing steps. First, we identify nodes with CCTV
cameras installed. Next, we detect and remove nodes and
edges corresponding to dead-end roads. After that, we
slice roads longer than the camera range d into two
portions, as explained previously. In the final pre-processing
step, we consolidate the graph’s vertices. It consists of
merging clusters of nearby vertices into one vertex and
then rebuilding the graph to keep the same topology. The
consolidation helps simplify the graph and remove redundant
vertices. Fig. 4 shows the results of the pre-processing steps,
where dead-ends are discarded, roads are split into shorter
segments, and neighboring nodes are merged into one.

2) ROAD MONITORING CAMERAS IMAGE DATASET

To acquire computer vision information (snow level and
traffic volume), we leverage the road-monitoring CCTV
cameras installed in road intersections in Montreal.4 There

2. https://networkx.org/
3. https://www.openstreetmap.org/
4. Montreal traffic cameras website: https://ville.montreal.qc.ca/cir

culation.

are 528 cameras with numerous urban scenes such as
highways, residential, commercial, and industrial areas. The
cameras’ list is provided as a GeoJSON file specifying the
coordinates of each camera, a unique identifier, a borough
identifier, and a link to its image feed. The cameras provide
an image snapshot every 5 to 10 minutes.
We collect an image dataset during the 2022 winter

season.5 The dataset presents a variety of settings, including
time, traffic volume, weather conditions, and visibility.
We annotate the dataset automatically using an AI-based
framework that we proposed in [17]. The dataset includes
41346 annotated images that describe the previously defined
snow level classes, distributed as the following:

• Clear surface: 17422 images.
• Light-covered surface: 3726 images.
• Medium-to-heavy-covered surface: 14725 images.
• Plowed surface: 3512 images.

As the numbers propose, the dataset is imbalanced with two
majority classes and one minority class. As our annotation
framework depends on clustering, the dataset is susceptible
to label noise, with both minority classes are more likely
to have misannotated images due less representation. To
check the quality of annotations for these two classes, we
performed a manual test by randomly selecting 100 images
from both minority classes and found out that 89% of the
images have correct annotations. We use these images along
with the camera information for snow level classification,
vehicle counting, and VRP simulations.

5. Image dataset available at: https://github.com/mohamedkaraa/Snow-
Covered-Roads-Dataset.
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TABLE 2. Benchmark of the test classification models.

B. GRAPH WEIGHTS COMPUTATION
1) SNOW LEVEL CLASSIFICATION RESULTS

To train and test the CNN models, we split the dataset
into day and night times and then train and test sets with
proportions of 80% and 20%, respectively. We randomly
shuffle and split images of each class to keep the same
proportions. We suppose that the day-night split can improve
the models’ performance as the class distribution varies in
these two sets.
We train and test two models having a ResNet50 [30]

(∼74 million parameters) and EfficientNetB3 [31] (∼48 mil-
lion parameters) as backbones respectively. The models are
trained using the class-weighted cross-entropy loss function
defined in (3) for 60 epochs each with an initial learning
rate of 10−3.

Table 2 shows results for the different models trained on
different dataset settings. We notice that by training with
more specific datasets (day and night), the models are able
to better distinguish the different classes. The ResNet and
EfficientNet models have similar results for the proposed
settings. We opt to use the EfficientNet network as it has
less number of parameters and allows faster training and
testing times.
To evaluate the model’s performance in extreme condi-

tions, we use the associated metadata to extract images
during heavy snowfall. We select 50 images representing
the case where visibility is the most reduced compared to
other instances and we manually check the obtained classes.
The EfficientNet model scores 79% accuracy on these
images.

2) WEIGHT COMPUTATION

For the experimental simulations, we operate on the two
previously mentioned boroughs. We select two different
periods during two ongoing snowstorms which are D1
(18th February at 08:00 am) and D2 (25th February at
12:30 pm). The camera maximum coverage d is set to
200 meters, and the vehicle count period Tcount to 60 minutes.
We perform the snow classification and the vehicle counting
on monitored edges. Then, we apply the GCN method to
estimate these parameters on unmonitored streets. Table 1
recapitulates the experiment settings and the output of the
weight computation phase for each graph. After that, we
compute the priority weights for all edges.

TABLE 3. Performance of the priority weight-based routing method compared to the
scenario of no road priorities.

For this experimental simulation, we set the road type
coefficients as: r1 = 1, r2 = 0.75, r3 = 0.5, (we don’t
consider residential roads for simplicity) and the snow level
coefficients as s1 = s4 = 0, s2 = 0.5, and s3 = 1. The
obtained weights are quantified into four categories to avoid
having priority values of 0. Fig. 5 illustrates an example of
the distribution of high and low-priority roads in the weighted
graph of “Ville-Marie” borough.

C. SNOW REMOVAL VEHICLE ROUTING
In this section, we evaluate the snow removal performance
based on the routing output. We assume that the truck
performs only one operation, which is snow plowing that
corresponds to the snow level class “Medium-to-heavy-
covered surface”.
To evaluate our proposed method, we compare snow

removal progress to that provided by the scenario of no
prioritizing. This scenario consists in finding the shortest
path between origin O and destination D points. Fig. 6
shows an example of the different vehicle routes found for
the weighted graph (blue) for maximum high-priority road
plowing and the unweighted graph (red) for shortest path
road plowing. Compared to the priority distribution map in
Fig. 5, we can observe that our proposed method for vehicle
routing follows the path in which more high-priority roads
are present.
To compare the two methods, we are interested in

calculating two metrics. The first one being the number
of high-priority roads (W = 1) that are plowed during an
operation between an O − D pair. The second metric is
the operation time which is the time taken to achieve the
operation in the area of interest. Table 3 shows a comparison
between the two methods for six cases where each case
represents a different O−D pair. We assume that the snow
removal truck operates at speed of 10 km/h.
We evaluate the routing through six different cases. Cases

1, 2, and 3 are in “Ville-Marie” borough, on the dates D1,
D2, and D1, respectively, while cases 4, 5, and 6 are in “Le
Plateau-Mont-Royal” borough on the dates D2, D2, and D1,
respectively. We observe that our proposed method focuses
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TABLE 1. Study area attributes extracted from computer vision and graph convolutional network.

TABLE 4. Inference runtime for the framework components.

FIGURE 5. Example of quantized road priority weights distribution in “Ville-Marie”
borough on 18th February 2022 at 08:00 am.

more on plowing high-priority roads. However, it generates
longer paths hence more operation time.
We report the inference runtime for the different frame-

work components in Table 4. We use a NVIDIA GTX 1650
GPU with 4Gb of video memory for inference. For the
vision-based tasks, we take the per camera value, whereas
for the extrapolation task, we take the GCN prediction time.
The runtime values are averaged on multiple runs of the
framework. We observe that the vehicle counting task has the
most impact on the execution time, as it involves processing
current and previous image frames for each camera.

FIGURE 6. Example of snow removal truck route recommendation for the priority
weighted graph (blue) and unweighted graph (red).

V. CONCLUSION & FUTURE WORK
Snow removal is a critical task for maintaining mobility
during the winter season. An efficient strategy must be
put forward to prioritize access to vital services and busy
locations. In this paper, we have proposed a framework for
snow removal vehicle routing based on road priorities. The
framework models the urban road network as a graph with
road priorities as weights from a 2D map and CCTV images
as input. We have developed a computer vision approach
to extract the priorities. In fact, we have exploited CCTV
camera images to parallelly estimate snow level covering the
roads and predict traffic volume. However, in an urban road
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network, most roads are not equipped with CCTV cameras.
Hence, we have used a Graph Convolutional Network to
estimate the snow level and traffic volume in unmonitored
road segments. Then, we have established a method to
calculate the priorities based on the estimated parameters
and the road types.
Once we have calculated the weights, we determine the

path for a single snow removal truck from a source point to
a destination. This path aims to plow the maximum number
of high-priority roads between the two points. In order to
find this path, we have modified the Dijkstra algorithm
to minimize the product of the inverse of the weight. We
validated our approach on a real-world use case in which we
model a study area located in Montreal, Quebec, Canada.
In future work, we aim to develop an advanced vehicle

routing algorithm for snow removal trucks based on the
priorities generated in this work. Such an algorithm will be
able to provide a trade-off between priorities and operation
time. In addition, we will take into account the real topology
of the graph in which road segments are directed and may
need more than one passage to be plowed. In addition,
many problems related to snow removal operations can be
investigated such as the location of truck dispatch centers
and the optimization of the number of vehicles to perform
different snow removal operations. Finally, we intend to
address the problem of object detection in snowy weather to
improve the performance of the vehicle counting component
as an adaptive preprocessing step.
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