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ABSTRACT Cognitive radio networks (CRNs) mitigate spectrum scarcity by leveraging the holes in the
licensed spectrum to enable Internet of Things (IoT) devices to opportunistically access the spectrum.
However, IoT devices need to sense the spectrum before they can access it, which is an energy-intensive
process and hinders the practical implementation of opportunistic spectrum access for energy-constrained
IoT devices. In this context, reinforcement learning-based algorithms that encourage cooperation among
IoT devices to eliminate the need for constant sensing are promising candidates for practical CRN
implementation. As exciting as the application of reinforcement learning to CRNs is, benchmarking the
performance of different algorithms is a huge challenge due to a lack of standardized comparison metrics,
especially for hybrid action spaces that comprise both discrete and continuous actions. We propose a hybrid
discrete-continuous space deep reinforcement learning algorithm that maximizes the energy efficiency
of CRNs by optimizing sensing, cooperation, and transmission by IoT devices. We also analyze the
algorithm’s performance by setting the theoretical upper bound for throughput and find that it reaches
99.4% of the theoretical upper bound, while its discrete action-space version reaches 96% and other
baseline algorithms range between 70% and 86%.

INDEX TERMS Smart spectrum sensing, cognitive radio Internet of Things (CR-IoT), channel utilization,
energy efficiency, hybrid action space.

I. INTRODUCTION

THE EXPONENTIAL growth of the Internet of Things
(IoT), which is expected to reach 41.6 billion devices

and generate 79.4 zettabytes (ZB) of data in 2025, has
resulted in increased demand for bandwidth. Cognitive radio
networks (CRNs) have emerged as a promising solution
to address the limited spectrum issue [1]. CRNs enable
unlicensed IoT devices, which are termed secondary users
(SUs), to opportunistically access the underutilized frequency
bands that are licensed to primary users (PUs). However,
the effective coexistence of heterogeneous devices in CRNs
poses significant challenges for optimal spectrum utilization
and network performance [2].
One primary condition for SUs to access the licensed

spectrum is to avoid causing interference to PUs. Spectrum

sensing, which is a mechanism that enables SUs to access the
licensed spectrum without interfering with PU traffic, detects
spectrum holes—free slots where PUs are not transmitting—
but is energy-intensive [3]. The lack of energy-efficient
sensing and transmission mechanisms is a dominant barrier
to practical CRN implementation.
Reinforcement learning (RL)-based sensing and schedul-

ing algorithms offer promise for addressing the energy
constraints of CRNs [4], [5], [6]. Unlike heuristic or game-
theoretic methods, RL-based algorithms adapt to PU traffic
patterns and eliminate the need for constant sensing by
learning in real time and facilitating SU cooperation to
conserve energy [3]. Nevertheless, applying RL in CRNs and
maintaining scalability becomes complicated when there are
a variety of devices.
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Hybrid action spaces, which integrate discrete and con-
tinuous actions, pose another challenge to RL-based CRNs.
Sophisticated algorithms are required to manage the different
actions and handle the heterogeneity effectively [7].
Furthermore, the limitations of low-powered IoT devices

hinder the gathering of perfect channel state information
(CSI), which complicates decision-making with imperfect
CSI (ICSI) for single-agent RL [8], [9]. Single-agent sensing
and decision making also suffer from spatial false alarms
(SFA) due to active PUs outside the sensing region and
require either adjusting the decision threshold based on
aggregate interference [10] or reliance on spatio-temporal
sensing [11], [12].
Cooperative RL presents promise for complex decision-

making in multi-agent systems such as CRNs. However,
current approaches often rely on centralized structures, which
poses scalability challenges as networks grow in complexity
and have a greater number of agents.
Developing decentralized cooperative RL algorithms is an

open challenge to enable scalable and efficient CRN opera-
tions. These algorithms must facilitate cooperative learning
without having overwhelming computational or memory
requirements and address challenges like hybrid action
spaces and ICSI. Successful development could optimize
spectrum allocation, alleviate the curse of dimensionality,
and enhance spectral and energy efficiency in CRNs.
This paper is organized as follows: The next section pro-

vides a comprehensive review of the related literature and
highlights existing methodologies and approaches in the
field. Section III presents the system model and problem
formulation. Section IV presents the proposed algorithms
in detail. Section V describes the experimental setup and
discusses the simulation results obtained. Finally, the paper
concludes with a summary of our findings and avenues for
future research in Section VI.

II. RELATED WORKS
Research in the domain of CRNs has evolved significantly in
recent years and aims to tackle the multifaceted challenges
associated with spectrum access, interference mitigation,
and network optimization. Spectrum sensing techniques
play a pivotal role in identifying spectrum opportunities
for SUs while avoiding causing interference to PUs [13].
Traditional methods like energy detection, matched filtering,
and cyclostationary feature detection have been extensively
investigated for spectrum hole identification. However, SFA
and the energy-intensive nature of these approaches remains
a pressing concern, particularly for resource-constrained IoT
devices operating in CRNs [10], [14], [15], [16]. In response
to this challenge, recent research endeavors have increasingly
focused on harnessing machine learning approaches to
enhance spectrum sensing efficiency, adaptability, and energy
conservation in CRNs [4], [5], [6].

Efforts to mitigate the time-intensiveness of spectrum
sensing have led to various approaches. Some strategies
involve trade-offs between sensing accuracy and transmission

opportunities, while others advocate periodic sensing to
reduce overall sensing time [16], [17]. Passive listening
schemes have also been explored to maximize transmission
opportunities while minimizing the interference caused to
PUs and SU energy consumption [5]. Despite these attempts,
passive listening still consumes relatively a lot of energy [18],
which poses challenges for implementation in low-powered
IoT devices. Moreover, cooperative spectrum sensing (CSS)
has been shown to exhibit more accurate sensing and lower
collision rates compared to non-cooperative mechanisms.
CSS is more resilient to malicious attacks like sensing data
falsification (SDF) attacks, which further emphasizes the
importance of minimizing SU energy consumption in CSS
approaches.
Real spectrum data analysis indicates there are certain pat-

terns in PU traffic that SUs can use to their advantage [19].
However, exploiting these patterns requires prior knowledge
of the statistical characteristics of the spectrum data [20],
which are seldom available to SUs [18]. RL algorithms are
gaining traction [5], [6], [21] because they are able to adapt
in real-time without the need for prior statistical knowledge
of spectrum data [20]. However, their adaptability in CRNs
when the CSI is delayed, noisy, falsified, or unavailable
remains an open research area [22], [23].
The coexistence of discrete and continuous action spaces

in CRNs poses challenges for conventional RL algorithms.
Recent research has addressed this challenge by exploring
novel algorithmic architectures that are capable of effec-
tively handling continuous action spaces [24], [25], [26].
Furthermore, due to the limitations of low-powered IoT
devices, gathering accurate CSI becomes challenging.
Consequently, adapting RL-based decision-making with ICSI
remains a crucial focus area for improving RL performance
in CRNs [22], [23], [27].
To address these challenges, we propose the intel-

ligent multi-user participatory algorithm for cooperative
transmission (IMPACT). IMPACT leverages a deep RL-
based approach in a decentralized cooperative framework
to optimize the SUs’ actions in order to maximize the
CRN’s energy efficiency. The algorithm, which employs
a deep deterministic policy gradient (DDPG) structure
with four deep neural networks, can handle hybrid action
spaces and is benchmarked against exhaustive search and
other algorithms. Participatory spectrum sensing and results
sharing enable partial cooperation among agents to conserve
energy and improve sensing accuracy while avoiding causing
interference to PUs [4]. The proposed coalition scheme
enhances the SUs’ learning with ICSI and mitigates SFA
and SDF attacks for granular optimization of the sensing,
cooperation, and transmission processes.

A. NOVELTY AND CONTRIBUTION
IMPACT is novel in a number of ways and makes several
contributions:
• Handling Hybrid Action Space: It efficiently manages
both discrete and continuous action sets, which enables
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FIGURE 1. System Model.

effective decision-making in heterogeneous CRN envi-
ronments.

• Addressing ICSI: It incorporates mechanisms to adapt
RL-based decision-making strategies with ICSI, which
mitigates the impact of delayed, inaccurate, falsified, or
unavailable channel information in CRN environments.

• Facilitating Decentralized Cooperation: It introduces
a decentralized cooperative learning framework that
enables agents in CRNs to cooperate in select small
groups and make informed decisions without relying
on centralized structures, which helps to improve
scalability and efficiency.

• Enhanced Scalability: It leverages decentralized coop-
eration to reduce the dependency on extensive shared
resources and enable efficient operation in large-scale
CRN scenarios.

• Benchmarking Against Various Methods: It is
benchmarked against exhaustive search, bandit-based
approaches, random selection, and a variant termed
IMPACT-D, which discretizes the action space using
two actor-critic deep Q-networks (DQNs). This
comprehensive evaluation makes it possible to assess
IMPACT’s performance against that of various baseline
methods that are commonly used in CRNs.

Therefore, the proposed algorithm has the potential to
significantly improve the energy efficiency and performance
of CRNs, and we hope that it will inspire further research
on applying RL to CRNs.

III. SYSTEM MODEL
We consider a cellular system consisting of Np PUs
surrounded by Ns SUs, as shown in Figure 1. Each SU
si can independently decide the portion of time slot t
it spends in sensing and cooperating with other SUs to
improve its sensing accuracy. The SUs have limited power
and can sense only a limited number of channels in a
given time slot. SUs communicate over common control
channel for handshake, neighbour discovery, channel access
negotiation, topology change, and collaboration [28], and
opportunistically access the spectrum holes in licensed PU
channels after sensing and/or collaboration. Moreover, both
active sensing and passive listening to cooperate with others
are energy-consuming processes, and the SUs’ objective is

FIGURE 2. Time slot model.

to minimize the amount of energy spent on learning over
time.

A. TIME SLOTS
Each time slot t can consist of a sensing tsn, a cooperation
tcp, and a transmission ttr period, as shown in Figure 2. SUs
that do not participate in sensing or cooperation can conserve
time and energy and use the entire time slot for transmission
if they so choose; however, they then run a greater risk of
causing harmful interference to PUs by transmitting when the
PU channel is busy. Therefore, SUs’ objective is to maximize
their throughput and energy efficiency while staying within
the PU interference thresholds.
Participation in sensing is a binary decision, with a

minimum amount of time allocated for sensing. If an SU
decides to sense a channel, it will receive the PU’s signal
power for that channel and infer the channel status by
thresholding [29]. We consider both the perfect CSI scenario
in which PU signal detection is assumed to be accurate and
the ICSI scenario in which the PU’s detected signal power is
noisy, which can lead to the inaccurate inference of channel
status {idle, busy}. Other forms of ICSI explored include
delayed channel state and wrong channel state.

B. TRANSMISSION PATTERNS (TXPATTERNS)
TxPatterns represent different channel usage behaviors in
a CRN. They offer channel utilization models to facilitate
the evaluation of CRN protocols and algorithms. Exploring
different TxPatterns is particularly important in CR, since
SUs with simpler learning algorithms might be able to
learn well from the environment with periodic channel
utilization, but may suffer in more challenging scenarios.
A variety of TxPatterns representing channel utilization
by humans (bursty), sensor networks (periodic), medical
equipment (frequently busy, random), streetlights (frequently
idle), public transport systems (periodic, prolonged bursty)
etc. is important in order to analyze the learning capabilities
of SUs. Figure 3 shows a brief snapshot of a detected
PU signal and its corresponding inferred channel status
with different types of TxPatterns. The inferred channel
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FIGURE 3. Detected PU Signal (a) and Inferred Channel Status (b) with
corresponding channel types: bursty (Channels 6, 7, 8), frequently busy (Channels 2),
frequently idle (Channels 1, 10), long bursty (Channels 3, 4), periodic (Channels 5),
and random (Channels 9).

status shown is assuming perfect CSI. With ICSI, the SUs
need to adapt their decisions to base them not only on
the current time slot’s CSI but also on their previous
experience with the environment. The amalgamation of these
patterns forms a comprehensive and realistic representation
of channel usages, which is crucial for running simulations
with the proposed algorithms and testing them on realistic
scenarios.

C. TRAINING AND COOPERATION
An SU can decide not to sense if it is confident enough
about the channel status from its previous interactions with
the environment after a certain amount of training, or if
it decides to be a passive listener and rely on other SUs
to sense the channels and transmit their results in the
cooperation time slot. The SUs that participate in cooperation
transmit only their inferred channel statuses. Additionally,
the SUs can choose to optimize their collaboration time
by trading off accuracy for more transmission time. The
cooperation time is divided into mini-slots for gathering
sensing results from other SUs, applying a local data
fusion rule to determine the channel status, and deciding
whether or not to transmit. The majority rule is used as
the local data fusion rule as it has been shown to be
effective at improving sensing accuracy and mitigating SDF
attacks [4].

D. SU TRANSMISSION
Each SU can access one or more of the M PU channels
in the set of channels C = {ci, . . . , cM} and transmit
with transmit power psi to achieve a desired throughput.
Channel selection is a discrete decision variable, whereas
transmit power is a continuous variable that the SU aims to
optimize in order to maximize its throughput without causing
harmful interference to PUs. Together, the decisions about
sensing participation, cooperation time, channel selection,
and transmit power optimization create a hybrid discrete-
continuous action space.

E. THE ENVIRONMENT MODEL
The CR-IoT system is modeled as a partially observ-
able Markov decision process (POMDP), as established
in previous works [5], [6], [18], which enables the SUs
to determine the state of a channel through sensing and
cooperation. The observation ot, action at, reward rt tuple
is represented as

X = {ot, at, rt}.
At each time slot, each SU chooses an action at ∈ A,
performs the action, and receives a reward rt ∈ R.
1) OBSERVATION SPACE

The complete state space consists of the PU signal
powers in each of the M channels at each time slot
{t, pt,c1 , pt,c2 , . . . , pt,cM }. The SUs do not have access to the
complete state space. Instead, they observe a part of it ot =
{t, pt,cj , cj ⊆ C} depending on which channels they decide
to sense in a given time slot. If they decide not to sense or
participate in cooperation, they may either use ot−n, where
t−n is the last time slot in which they sensed the channel in
question or approximate ot from their previous interactions
with the environment.
a) Perfect and Imperfect CSI In practical systems,

SUs don’t always have access to perfect CSI due to
SU receiver accuracy limitations, environmental conditions,
channel conditions, and the presence of malicious agents in
the environment [4], and this can impact their decisions. It
is, therefore, crucial to model a system that allows for ICSI
and ensures that SUs adapt their decisions to avoid causing
interference to PUs. The system model considered includes
the following forms of ICSI:
• Delayed CSI: SUs receive CSI in a delayed manner,
i.e., instead of receiving ot, they receive ot−n.

• Noisy CSI: SUs receive a noisy PU signal power,
i.e., instead of receiving ot = {t, pt,cj , cj ⊆ C}, they
receive ot = {t, pt,cj+pni ∼ N (μnoise, σ

2
noise)., cj ⊆ C},

where pni is the noise signal power with
μnoise = 0, σ 2

noise = 1.
• Falsified CSI: Malicious agents in the system create
sensing data falsification attacks during the cooperation
period as outlined in [4].

• Unavailable CSI: SUs do not receive any discernible
channel information despite participating in sensing,
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TABLE 1. Table of notations.

e.g., they cannot infer a channel status {idle, busy} from
the received signal and detection threshold [29].

2) ACTION SPACE

The action space A is defined as the Cartesian product of
all possible combinations of actions an SU can choose from:

A =
Ns∏

si=1

⎛

⎝
Np∏

cj=1

(
Bκ × Rψ × Bζ × Rp

)
⎞

⎠, (1)

where B represents a binary space and R represents a
continuous real space. Note that the notation (.)

si,cj
t will be

used to represent variable/parameter (.) for SU si and channel
cj at time t. Omitting the superscript si indicates that (.) is a
vector containing values for all si, and omitting cj indicates
a constant value of (.) for all cj.

An action a
si,cj
t ∈ A represents the action of SU si for

channel cj at time t and is defined as:

a
si,cj
t =

(
κ
si,cj
t , ψ

si
t , ζ

si,cj
t , psit

)
, (2)

where

• κsi,cjt ∈ Bκ represents si’s sensing decision for channel
cj at time t.

• ψ si
t ∈ Rψ represents the fraction of cooperation time

tcp that si decides to spend cooperating in time slot t.
ψ
si
t varies between ψmin and ψmax.

• ζ si,cjt ∈ Bζ represents si’s transmission decision for
channel cj at time t.

• psit ∈ Rp represents si’s transmit power at time t, which
is restricted to the range [0, psimax], where psimax represents
si’s maximum transmit power.

Similarly, asit represents si’s action for all channels at time
t and is defined as:

asit =
(
κ
si,cj
t ∀cj ∈ C, ψ si

t , ζ
si,cj
t ∀cj ∈ C, psit

)
. (3)

Note that Bκ and Bζ are binary spaces representing sensing
and transmission decisions. And Rψ and Rp are continuous
spaces representing cooperation time and transmit power.
Hence, action space A is a hybrid discrete-continuous space.
A discretized version of A, Ad will be referenced in parts
of this paper where a discretization function f maps A to
Ad using the discretization factors δt and δp such that:

• fψ : Rψ → N
δψ

• fp : Rp→ N
δp

The cooperative CRN system’s goal is to maximize
the overall system’s energy efficiency while minimizing
interference to PUs by choosing the optimal combination of
aforementioned actions.

3) REWARD

Each SU receives a reward from the environment for its
actions based on the success or failure of transmission, the
amount of energy it consumes, and its achieved throughput.
Since an SU must not cause harmful interference to the PU
channel it is accessing, such interference is penalized in the
reward function. We take all these factors into account and
define the reward rsit for SU si at time t as follows:

rsit = 1

Esit

M∑

cj=1

1
si,cj
sp,t ρ

si,cj
t , (4)

where 1
si,cj
sp,t is the SU-to-PU collision indicator, ρ

si,cj
t is si’s

throughput from channel cj at time t, and Esit is si’s energy
consumption at time t. We define Esit as:

Esit = ψ si
t E

si
cp +

M∑

cj=1

κ
si,cj
t Esisn + ζ si,cjt psit t

si,tr, (5)

where tsi,tr is si’s transmission time, and Esisn and Esicp are
si’s sensing, and cooperation energy consumption per slot,
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respectively. We define the collision indicator 1
si,cj
sp,t as:

1
si,cj
sp,t =

{−1 if ζ
si,cj
t psit ≥ Pth & p

cj
t ≥ Pchth

0 otherwise
, (6)

where Pth is the power threshold to prevent interference with
PU traffic, and Pchth is the power threshold for channel being
busy.
SU si’s throughput, which is given by Shannon’s capacity

theorem, is determined by:

ρ
si
t
(
asit , ot

) =
M∑

cj=1

Bcj log2

(
1+ |h|2psit

N0Bcj + 1
cj
ss,tI

)
, (7)

where 1
cj
ss,t is the SU-to-SU interference indicator, I is

the interference power from other SUs, Bcj is the channel
bandwidth, No is the Gaussian noise power, h is the channel
gain, and psit is si’s transmission power. I follows Gaussian
distribution with mean −80 dbm and variance 1e− 9, and h
follows a Rayleigh distribution. We define the interference
indicator 1

cj
ss,t as:

1
cj
ss,t =

∑

si∈S
ζ
si,cj
t ∀cj ∈ C. (8)

As the sensing time increases, the probability of
detection increases and the probability of a false alarm
decreases [30], [31] as follows:

Pod = 1− (1− Pd)M

= 1−
(

1− Q
[(

ε

σ 2
s
− γsnr − 1

)√
tsnfs

2γsnr + 1

])M
, (9)

where Q[ . ] is the Gaussian Q-function, fs is the sampling
frequency, and ε is the energy detection threshold. Moreover,
tsn denotes time spent sensing, and γsnr is the average signal-
to-noise ratio received from the PU at the SU antenna. This
relationship is used to model SUs’ probability of detecting
PU’s presence when they participate in sensing under perfect
CSI conditions. With delayed, noisy, falsified, or unavailable
CSI, they receive ot as described in Section III-E1a).
The overall objective of cooperative CRN is to maximize

the SU energy efficiency while limiting the SU-to-PU
and SU-to-SU interference and meeting SU throughput
constraints, which can be formulated as follows:

P1: max
κ
si,cj
t ,ψt,ζ

si,cj
t ,pt

∑

si∈S

(
rsit
(
κ
si,cj
t , ψ

si
t , ζ

si,cj
t , psit

))

C1
M∑

cj=1

|h|2psit ≤ Ipu, ∀si ∈ S, ∀cj ∈ C

C2
∑

si∈S
ζ
si,cj
t ≤ Isu ∀cj ∈ C,

C3
M∑

cj=1

ρ
si
t
(
asit , ot

) ≥ ρsimin, ∀si ∈ S

(10)

where C1 constrains the SU-to-PU interference to remain
under the PU interference threshold Ipu, C2 constrains the
SU-to-SU interference to remain under the SU interference
threshold Isu, and C3 constrains each SU’s achieved through-
put to be above the minimum required SU throughput ρsimin.
Additionally, we assume that the SUs have a full buffer,
i.e., they always have some data to transmit.
The problem in (10) is extremely hard to solve. It is noted

that if we rewrite the argument in the summation of the
objective function, which is given in (7), as:

ρ
si
t =

M∑

cj=1

Bcj log2

(
|h|2psit + N0Bcj + 1

cj
ss,tI

)

− log2

(
N0Bcj + 1

cj
ss,tI

)
, (11)

we see that (11) consists of the maximization of a double
summation of differences of concave functions with integer
arguments and integer constraints, and therefore a non-
convex integer programming problem, which is non-trivial
to solve with conventional optimization methods.

F. THE DIMENSIONALITY OF THE ACTION SPACE
The dimensionality of the action space in the system
model considered is expansive, and accounts for multiple
decision-making facets. With Np PUs (channels) and Ns SUs,
the SUs’ individual decisions regarding channel sensing,
cooperation time (discretized into δt bins), channel selection
for transmission, and transmit power (discretized into δp
bins) result in a substantial action space. The total number
of possible action combinations is given by:

Nact =
(
Ns × 2Np

)
×
(
δ
Ns
t

)
×
(
Ns × 2Np

)
×
(
δNsp

)

= N2
s × 22Np × δNst × δNsp

For example, when Ns = 2, Np = 5, δt = 10, and δp = 10,
the resulting action space encompasses 40, 960, 000 potential
combinations, making methods like exhaustive search and
Q-learning impractical and thus motivate using the DRL
algorithms with a lower complexity.

IV. THE PROPOSED ALGORITHMS
The POMDP can maximize the SU’s throughput and energy
efficiency in many ways, one of which is exhaustive search,
where each SU searches through all possible actions for each
channel to maximize its throughput. However, the complexity
of exhaustive search O(N2

s 22Npδ
Ns
t δ

Ns
p ) makes it far from

practical. We propose the intelligent multi-user participatory
algorithm for cooperative transmission (IMPACT) that uses
deep RL to maximize the SU’s throughput while minimizing
energy consumption. For the sake of comparison, we also
propose a less complex algorithm called discretized IMPACT
(IMPACT-D) that uses half as many neural networks as
IMPACT and a discretized action space Ad that can still
achieve performance higher than simpler algorithms such as
greedy bandits.
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FIGURE 4. Flowchart of the proposed IMPACT approach.

A. IMPACT
IMPACT is shown as a flowchart in Figure 4, and its
main steps are highlighted in Algorithm 1. It uses a DDPG
architecture with four identical neural networks, called
ActorNet θ(.), CriticNet φ(.), TargetActorNet θ targ(.) and
TargetCriticNetφtarg(.). The algorithm’s advantage lies in its
ability to use ActorNet to learn a deterministic policy that
directly maps observations to continuous actions. During
training, the network learns to approximate the optimal
deterministic policy by adjusting its weights through gradient
descent, so the network’s aim is to keep adjusting the
mapping of input ot to output at through training until it
learns the optimal mapping.
At the beginning of each time slot t all SUs choose

which channels, if any, they are going to sense. Afterwards,
each cooperative SU shares its channel inferences with the
other SUs, and each passive listener gets channel inferences
from the other cooperative SUs. During the cooperation
slots, the SUs perform local data fusion on the channel
inferences to improve their sensing accuracy and mitigate
SDF attacks. The SUs choose their transmission power
and which channels they want to use for transmission
based on the coalitions’ data fusion rules [4]. All SUs
then perform the actions by transmitting with the selected
psit over the selected channels, and achieve a certain
throughput ρsit (ot, at), which, together with any interference
they create, the constraints mentioned in (10), and feedback
they receive from the environment, is used to determine
their reward. They also receive the next observation o′
and terminal state done flag d from the environment
for the channels they chose to sense. This information
(ot, at, rt, o′, d) is stored in each agent’s memory D for future
reference.
CriticNet is the network responsible for approximating the

action value and evaluates the quality of ActorNet. ActorNet
uses ot as its input and at as the output. CriticNet uses (ot, at)
as its input and the estimated action value Qφ(ot, at) as its
output, which is used to measure the quality of training.

CriticNet’s objective is to maximize this value in order to
maximize ActorNet’s quality.
The inputs and outputs to networks are normalized. The

ActorNet uses an input layer with 3 neurons, 2 hidden layers
with 64 neurons and ReLU activation, and an output layer
with 3 neurons and tanh activation. The CriticNet uses input
layer with 6 neurons, 2 hidden layers with 64 neurons and
ReLU activation, and output layer with 1 neuron and linear
activation. TargetActorNet and TargetCriticNet are copies of
ActorNet and CriticNet, respectively, that have the same input
and output structure but are used in a soft update manner to
stabilize the latter.
During training, a random batch of transitions B =

(o, a, r, o′, d) is sampled from memory D and used to
compute the target y as

y
(
r, o′, d

) = r + γ (1− d)Qtarg
φ

(
o′, μtarg

θ

(
o′
))
, (12)

where Qtarg
φ (.) represents the output of TargetCriticNet and

μ
targ
θ (.) represents the output of TargetActorNet. Gradient

descent is performed to update CriticNet as:

∇φ 1

B
∑

B

(
Qφ(o, a)− y

(
r, o′, d

))2
, (13)

where B is a mini-batch of samples drawn from memory
D without replacement. The mini-batch size is 64, which is
selected through hyper-parameter turning. The actor network
is updated using gradient ascent as:

∇θ 1

B
∑

B
Qφ(o, μθ (o)), (14)

where μθ(.) represents the output of ActorNet.
TargetActorNet’s and TargetCriticNet’s weights are updated
at each step in a soft update manner as:

φtarg ← αφtarg + (1− α)φ (15)

θ targ ← αθ targ + (1− α)θ. (16)
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Algorithm 1: Algorithm: IMPACT

1 Input: ActorNet θ and CriticNet φ parameters, α;
Initialize replay memory D;

2 Initialize TargetActorNet θ targ and
TargetCriticNet φtarg as: θ targ← θ, φtarg← φ;

3 for episode = 1 to Nep do
4 Reset Environment, observe ot;
5 for t = 1 to T do
6 Choose at = μθ(ot)+ ψ ∼ N + p ∼ N ;
7 Cooperative agents transmit inferred channel

status ;
8 Every participatory agent performs local data

fusion to update at using majority rule on
inferred channel status;

9 Execute action at, obtain reward rt, the next
observation o′, and terminal flag done d ;

10 Store tuple (ot, at, rt, o′, d) in replay memory
D;

11 Sample mini-batch of transitions
B = (o, a, r, o′, d) from D;

12 Compute y = r + γ (1− d)Qtarg
φ (o′, μtarg

θ (o′)) ;
13 Update CriticNet by one step of gradient

descent as

∇φ 1

B
∑

B

(
Qφ(o, a)− y(r, o′, d)

)2
.

Update the ActorNet by one step of gradient
ascent as

∇θ 1

B
∑

B
Qφ(o, μθ (o)),

Update target networks using a soft update as

φtarg ← αφtarg + (1− α)φ
θ targ ← αθ targ + (1− α)θ

To facilitate the exploration of different actions in a
continuous action space, we add uncorrelated Gaussian noise
to the continuous parts of the actions as:

ψ
si
t ← ψ

si
t + ψn ∼ N

(
μnoise, σ

2
noise

)
(17)

psit ← psit + pn ∼ N
(
μnoise, σ

2
noise

)
. (18)

The model is labeled as the current best model in the
beginning of training after at least Wn episodes, and is
updated periodically as the training progresses whenever the
average throughput and energy efficiency of the model over
Wn recent episodes exceeds the current best performance.
This approach prevents unnecessary storage. The complexity
of a training pass of IMPACT is O(B.(2fθ + 2fφ)), where
fθ and fφ represent the number of neurons in ActorNet and
TargetNet, respectively. Complexity of decision making by
a trained network is O(fθ ).

B. IMPACT-D
IMPACT is a powerful algorithm that can deal with hybrid
action spaces. To analyze its performance in comparison to
that of a closely matched discretized algorithm we propose
IMPACT-D, which uses the discretized action space Ad

instead of A and tries to find the optimal actions while
utilizing half as many networks as IMPACT. IMPACT-D
uses the DQN architecture and is shown as a flowchart in
Figure 5. It utilizes two identical neural networks, called
PolicyNet and TargetNet, to approximate the Q-values of
the SU’s actions. PolicyNet serves to estimate the Q-value
Q(ot, at; θ) for all (ot, at) pairs, where θ denotes PolicyNet’s
parameters. TargetNet is identical to PolicyNet except for
the fact that it is updated only every F steps. Using
PolicyNet and TargetNet prevents network oscillations and
instability so that the network is not chasing a constantly
moving target. Unlike IMPACT, IMPACT-D cannot work
with continuous or hybrid action spaces and does not strive
to learn a deterministic policy. Instead, its [IMPACT-D’s]
only objective is to find the (discrete) actions that maximize
the estimated action values.
At each time step t each SU observes ot and chooses

its action at using an epsilon-greedy policy. The value of
epsilon decreases exponentially as training progresses. After
the SUs interact with the environment, they receive a reward
rt and the tuple (ot, at, rt, o′, d) is stored in memory D. Each
episode ends in a terminal state, called terminal ot, after
a fixed number of steps. After the SUs reach the terminal
state, the environment is reset and a new episode begins.
A mini-batch is sampled from the memory in each episode,
and the Q-values are calculated as:

yj =
{
rj for terminal ot
rj + γ maxa′ Q̂

(
o′, a′; θ) for non-terminal ot

(19)

Afterward, PolicyNet is updated using the following loss
function:

L(x, y) = 1

n

∑

i

zi, (20)

zi =
{

0.5(xi − yi)2 if|xi − yi| < 1
|xi − yi| − 0.5 otherwise,

(21)

where (21) defines SmoothL1Loss, which has been proven
to be less sensitive to outliers than MSELoss.

Finally, gradient descent is used to minimize the loss func-
tion and update PolicyNet’s weights, and training continues
until a certain level of accuracy is achieved or the maximum
number of episodes has passed.
The SUs explore the discrete action space using an

epsilon-greedy policy during training. They also periodically
store the trained model and update it whenever the model
performance over the recent Wn episodes exceeds the
previous best performance. IMPACT-D’s main steps are
highlighted in Algorithm 2. IMPACT-D’s training and testing
complexity is O(B.(fθ + fφ)) and O(fθ ), respectively.
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FIGURE 5. Flowchart of the proposed IMPACT-D approach.

Algorithm 2: IMPACT-D

1 Input: δψ, δp, α, γ , Nep, F ;
2 Create Ad from A such that f :A→ Ad as:
fψ :Rψ → N

δψ , and fp:Rp→ N
δp ;

3 Initialize replay memory D;
4 Initialize PolicyNet with random weights θ ;
5 Initialize TargetNet with weights θ targ = θ ;
6 for episode = 1 to Nep do
7 Reset Environment;
8 for t = 1 to T do
9 Choose at with an epsilon-greedy policy as

at = argmaxPolicyNet(ot, at; θ);
10 Cooperative agents transmit their inferences,

passive listeners get the inferred results from
other;

11 Perform local data fusion, decide on ζ, p ;
12 Execute action at, obtain reward rt and the

next observation o′ ;
13 Store tuple (ot, at, rt, o′, d) in replay memory

D;
14 Sample mini-batch of transitions (o, a, r, o′, d)

from memory D;
15 Set yj = rj + γ maxa′ Q̂(oj+1, a′; θ targ) ;
16 Update the PolicyNet by minimizing the loss

according to equations 20 and 21;

17 Every F perform a hard update as θ targ← θ

V. PERFORMANCE EVALUATION
In this section, we present simulation results and compare
the two proposed algorithms’ performance with that of
random agents (RAs), greedy bandit agents, and exhaustive
search agents (ESAs). The greedy bandit algorithm is an
iterative algorithm that solves multi-agent CRNs as multi-
armed bandit problems in which the agents always select the
arm with the highest estimated reward at each step.
Each SU’s maximum sensing capacity is assumed to be

10, which is a realistic assumption for most low-powered IoT

devices. We evaluate the algorithms with Np = [2, 3, 5, 7, 10]
and Ns = [2, 3, 5, 7, 10]. The simulations were carried out
for 1, 000 episodes, with T = 20 steps per episode. We
use Esn = 0.1 mJ − 5 mJ and Ecp = 0.05 mJ − 1.5 mJ for
different SUs based on [25], [32], [33].
Figure 6 shows the training performance of the various

agents considered with different types of CSI. IMPACT
outperforms all the other agents with perfect CSI and
achieves a near-optimal reward when compared with that of
the ESAs, as shown. IMPACT-D doesn’t perform optimally
due to the discretization of the action space limiting the
actions the agents can take. A comparison with different
values of δψ and δp is not provided for the sake of brevity,
but IMPACT-D’s performance degrades as Ad becomes
smaller. Both IMPACT and IMPACT-D learn to adapt their
actions with noisy CSI and closely match the performance
achieved under perfect CSI, although IMPACT is more
affected by the ICSI than IMPACT-D is. IMPACT using
more neural networks and its continuous parts being more
sensitive to noisy CSI. All the agents’ training performance
is degraded more under delayed and falsified CSI conditions,
with falsified having a greater impact. This is expected, and
the impact of said data falsification on cooperative agents and
the proposed solutions can be found in our previous work [4].
When CSI is unavailable, IMPACT-D seems to outperform
IMPACT in training at least. We suspect this is also due
to IMPACT-D having fewer neural networks involved and
its discrete-only decision-making being less complex, but
further research that is beyond the scope of this paper is
needed to draw a more definitive conclusion. The greedy
bandit agents’ performance is severely limited due to the size
of the action space and the fact that the bandits easily get
stuck in the local optimums. As expected, the RAs perform
the worst and are not affected by any variation in CSI.
Figure 7 shows the training and testing throughput of

various agents under different traffic patterns explored in this
work. Agents that are trained on a periodic traffic pattern
outperform the other agents during training but generalize
relatively poorly when they are tested on all types of traffic
patterns, whereas the agents that are trained in a hybrid
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FIGURE 6. Training performance of different agents under different CSI conditions.

FIGURE 7. Average throughput (bits/s) under different traffic patterns explored for training and testing.

environment comprising multiple traffic patterns generalize
far better than the other agents. As expected, random traffic
patterns do not provide any meaningful information for
agents to learn. The simpler greedy bandit agents perform
relatively well in a periodic traffic pattern but lose to others
by a significant margin for all the other traffic types.
Figure 8 shows the energy efficiency of SUs as the number

of SUs per coalition varies from 2 to 10. All the SUs in a
coalition sense and transmit over the same subset of channels.
The number of channels is set at Np = [2, 3, 5, 7, 10] from
one subplot to the next going from left to right. When
Ns = 2 there is no significant difference in average agent’s
energy efficiency as the number of SUs participating in
sensing and cooperation increases. When Ns = [3, 5, 7],
both IMPACT and IMPACT-D benefit from having more
SUs involved in sensing and cooperation, and receive overall

higher efficiency. IMPACT-D starts running into scalability
challenges at Ns = 10, where effectively exploring the action
space becomes a challenge. IMPACT, on the other hand,
remains scalable and continues to benefit from having more
SUs participating in sensing and cooperation as the number
of channels grows. The non-cooperative algorithm (NoCoop)
has a considerably lower energy efficiency due to frequent
sensing, SFA and SDF attacks, and demonstrates the benefits
of cooperation.
Figure 9 shows the distribution of the average throughput

and energy consumption of the approaches considered for
[R1C4]Np = Ns = 10. IMPACT achieves near-optimal
throughput while keeping its energy consumption low.
IMPACT-D achieves less throughput and consumes slightly
less energy than IMPACT. IMPACT’s energy consumption
is expected to be lower in smaller environments where Np
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FIGURE 8. Average energy efficiency (Kb/J) for different number of SUs and channels for different agents.

FIGURE 9. Average throughput (bit/s) and energy consumption (J) for different
algorithms.

and Ns are relatively small. The greedy bandit agents did
not consume a lot of energy or achieve a high throughput
and were stuck in local optimal solutions, and the RAs
perform the worst of all. For the ESAs, it is important to
note that the amount of energy consumed when searching
through all the actions is not taken into account here; the plot
shows only the energy consumed for the optimal actions.
It can be observed from this figure that IMPACT achieves
near-optimal performance on both fronts.
Figure 10 generalizes the energy efficiency of the various

agents considered under different CSI conditions. The agents
that are trained under noisy CSI conditions outperform all
the other agents when tested in all types of CSI conditions.
The CSI conditions have a greater impact on IMPACT than
IMPACT-D, whereas the greedy bandit agents generalize
poorly due to the simplistic nature of their algorithm.
IMPACT’s heightened sensitivity to training conditions is due
to its underlying policy gradient methods’ inherent sensitivity
to environmental condition, and serves as an advantage when
it is trained under noisy CSI conditions. As expected, training
under falsified CSI conditions results in worse generalization

FIGURE 10. Energy efficiency of different agents various CSI conditions.

FIGURE 11. Average transmission time (s) for different agents.

than any other type of CSI conditions due to the highly
irregular and non-deterministic nature of this falsification.
Figure 11 shows different agents’ distributions of average

transmission time. It is important to note that IMPACT
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and IMPACT-D cannot and should not use the full time
slot for transmission because they are always relying on
cooperative mechanisms to achieve high throughput without
always having to sense. When that is taken into account,
both IMPACT and IMPACT-D manage to utilize most of
each time slot for transmission and use only a small portion
of time overall for sensing and cooperation.

VI. CONCLUSION
In this paper, we proposed two cooperative spectrum sensing
and transmission algorithms, IMPACT and IMPACT-D, that
maximize the energy efficiency of CRNs. The former offers
the ability to incorporate hybrid action spaces comprising
discrete and continuous actions, achieves higher performance
in challenging traffic conditions, and generalizes better
overall under different CSI conditions, while the latter
offers a low-complexity alternative for relatively simpler
environments. Both algorithms outperform both the greedy
bandit agents and the random agents, and approach the
performance upper bound of the exhaustive search agents.
The fact that these algorithms can achieve the same
throughput and energy efficiency as exhaustive search is
a testament to their performance, since the computational
complexity of exhaustive search makes it impractical for
implementation on low-powered IoT devices. These hybrid
and scalable algorithms are monumental for the rapid growth
of distributed heterogeneous IoT networks. Future works
may consider more granular optimization of the cooperation
process by optimizing participation based on IoT device
characteristics. Other possible directions include networks
comprising both terrestrial and non-terrestrial components,
on-the-fly network reconfiguration, along with exploring
more algorithms, e.g., proximal policy optimization (PPO),
advantage actor critic (A2C), trust region policy optimization
(TRPO), and so forth.
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