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ABSTRACT Recent research has revealed that traditional machine learning methods, such as semi-
supervised label propagation and K-nearest neighbors, outperform Transformer-based models in artifact
detection from photoplethysmogram (PPG) signals, mainly when data is limited. This study addresses the
underutilization of abundant unlabeled data by employing self-supervised learning (SSL) to extract latent
features from these data, followed by fine-tuning on labeled data. Our experiments demonstrate that SSL
significantly enhances the Transformer model’s ability to learn representations, improving its robustness
in artifact classification tasks. Among various SSL techniques—including masking, contrastive learning,
and DINO (self-distillation with no labels)—contrastive learning exhibited the most stable and superior
performance in small PPG datasets. Further, we delve into optimizing contrastive loss functions, which
are crucial for contrastive SSL. Inspired by InfoNCE, we introduce a novel contrastive loss function that
facilitates smoother training and better convergence, thereby enhancing performance in artifact classification.
In summary, this study establishes the efficacy of SSL in leveraging unlabeled data, particularly in enhancing
the capabilities of the Transformer model in PPG artifact detection. This approach holds promise for broader
applications in PICU environments, where annotated data is often limited.

INDEX TERMS Clinical PPG signals, self-supervised, contrastive learning, imbalanced classes, artifact
detection.

I. INTRODUCTION
Recently the Pediatric Intensive Care Unit (PICU) at
CHU Sainte-Justine (CHUSJ) has made notable advance-
ments by developing a high-resolution research database
(HRDB) [1], [2]. This innovative database directly integrates
biomedical signals from various monitoring devices into the
electronic patient record, ensuring seamless data incorpora-
tion throughout a patient’s PICU stay [3]. The integration
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of HRDB has significantly enhanced the Clinical Decision
Support System (CDSS) at CHUSJ, boosting patient safety
and underpinning decision-making with robust evidence [4].
In this context, early and accurate diagnosis of acute
respiratory distress syndrome (ARDS) is a pivotal goal of the
CDSS at CHUSJ. Oxygen saturation (SpO2) values, critical
in ARDS diagnosis, are central to predicting and managing
ARDS [5], [6], and play a key role in determining respiratory
support strategies [7], [8], [9]. To have a valid SpO2 value,
it is necessary to have a good signal, i.e., Photoplesthy-
mography waveform. Moreover, the PPG waveforms can
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also be used in algorithms to estimate non-invasive blood
pressure [10], [11]. Consequently, accurately identifying and
removing erroneous waveforms and SpO2 values from CDSS
inputs is crucial. Ensuring the reliability of these inputs is
essential for the effective functioning of the CDSS, directly
impacting patient outcomes and care efficiency.

Building on the foundation of our work in fully-supervised
and semi-supervised learning methodologies, we have delved
into PPG artifact detection, focusing on machine learn-
ing (ML) applications. A pivotal study in this area [12]
investigated the use of machine learning techniques for this
purpose. However, challenges arise in scenarios featuring
imbalanced classes and limited data availability. In these
contexts, Transformer models, despite their advanced atten-
tion mechanisms, have exhibited suboptimal performance
compared to other methods, such as semi-supervised label
propagation and supervised KNN learning. The core issue
lies in the Transformer models’ reduced efficacy in smaller
datasets. To address these limitations and enhance the
Transformer’s applicability in artifact detection, our recent
study [13] introduced an innovative approach. We incorpo-
rated the Gated Residual Network (GRN) into the Trans-
former framework, enhancing its performance capabilities
significantly. This GRN-Transformer hybrid model not only
overcomes the inherent limitations of traditional Transformer
models in handling smaller datasets but also outperforms
other existing models in artifact detection accuracy and
reliability. Despite these advancements in artifact detection,
a standard limitation persists across recent studies: a heavy
reliance on annotated data to train fully supervised machine
learning algorithms. This reliance is particularly evident
considering that in most cases, only up to 10% of the
data is annotated, leaving a vast 90% of the data pool
unexploited. Such underutilization of available data presents
a significant challenge, especially when dealing with small
datasets and imbalanced classes, which are common in binary
classification for motion artifact detection in PPG signals.
In light of these challenges, this study aims to transcend
the constraints of labeled data dependency by harnessing
the potential of SSL. This approach is particularly pertinent
for two key reasons as follows: i) The vast majority of our
data, approximately 90%, remain unannotated, representing
a largely untapped resource that could significantly enhance
our understanding and detection capabilities, and ii) There
is a compelling opportunity to explore how SSL can adapt
and perform with limited and unlabeled data, a scenario
frequently encountered in clinical settings. By pivoting
towards SSL, we aim to leverage the underused unannotated
data, potentially revolutionizing how we approach artifact
detection and enhancing the robustness of classifiers in these
challenging PICU environments.

In exploring SSL’s effectiveness for PPG artifact classifica-
tion, as depicted in Fig. 1, we implemented three distinct SSL
strategies: masking, contrastive learning, and self-distillation
without labels (DINO). Masking involves concealing parts
of the input data and training the model to reconstruct

these hidden segments, enhancing its capability to capture
local and global data features. Contrastive learning, on the
other hand, optimizes the model by learning to distinguish
between similar and dissimilar data points, refining the
representation space to capture subtle patterns in the signal
effectively. DINO employs a teacher-student architecture,
where the student model mimics the teacher’s output, even
without labeled data, promoting the extraction of meaningful
representations.

The framework is divided into two stages. The first
stage focuses on pre-training the encoder network using
various SSL techniques, such as masking, contrastive
learning, and DINO. This step aims to learn optimal
hidden representations, denoted as zi, for the unannotated
training data Xun−annotated . This is achieved by minimizing
a contrastive loss specific to each SSL technique, which
encourages the encoder to generate meaningful embeddings
that capture the intrinsic structure of the data. These
embeddings zi, zj, and zk represent different transformations
of the same signal or similar signals, which are contrasted
against each other to refine the representation. Second
stage, the learned hidden representations from the pre-trained
encoder zi are transferred to a classifier network. This step
involves fine-tuning the encoder along with the classifier
using a small set of annotated data Xannotated . The goal
is to optimize the classification loss, which measures the
discrepancy between the predicted labels from the classifier
and the true annotated labels. By leveraging the pre-trained
representations, the framework improves performance on the
classification task with minimal labeled data.

The combined approach ensures the effective utilization of
unannotated data during the pre-training stage andmaximizes
the impact of the limited annotated data during the fine-
tuning stage. The experimental results revealed that this
combination of pre-training on unlabeled data and fine-tuning
on just 10% of annotated data substantially enhanced
classification performance compared to models trained using
traditional supervised learning on limited data. Contrastive
learning demonstrated the highest efficacy among the three
SSLmethods, underscoring the critical role of contrastive loss
function design. To optimize this, we refined the standard
InfoNCE loss, leading to a more stable training process
and better convergence, significantly boosting the model’s
artifact detection performance. Although unsupervised learn-
ing techniques contributed positively, they could not match
the performance gains achieved with SSL, emphasizing the
superiority of leveraging structured pre-training strategies for
improving model robustness and generalization.

II. RELATED WORKS
The accuracy and reliability of pulse oximeters, essen-
tial for monitoring blood oxygen levels, are significantly
impacted by motion artifacts in PPG signals [14]. Traditional
filtering algorithms, while helpful, are not fully effective
in eliminating these motion artifacts. As a result, residual
motion artifacts often lead to inaccuracies in measuring

VOLUME 12, 2024 159861



T.-D. Le et al.: Novel Transformer-Based SSL Method to Enhance PPG Signal Artifact Detection

FIGURE 1. An end-end process diagram workflow demonstration for the proposed two-stage framework for
PPG signal analysis. Step 1 involves pre-training the encoder on unannotated data using different
self-supervised learning techniques (masking, contrastive, and DINO) to learn optimal hidden
representations. Step 2 fine-tunes the pre-trained encoder with a classifier using annotated data to optimize
the classification loss, thereby improving model performance with minimal labeled data.

blood oxygen saturation. This underscores the importance of
developingmore sophisticatedmethods for detecting andmit-
igatingmotion artifacts in PPG signals to ensure the reliability
and precision of pulse oximetry readings. In the PICU setting,
the necessity for accurate PPG artifact detection becomes
even more pronounced [12]. Children, especially those in
critical care, are often prone to more frequent and abrupt
movements than adults. Therefore, enhancing PPG signal
processing to identify and compensate for these artifacts
accurately is vital for improving patient monitoring and care
quality in pediatric intensive care settings.

The integration of ML into PPG analysis has revolu-
tionized various clinical applications, addressing diverse
healthcare needs with greater precision. A notable example
is heart rate estimation, where ML models have shown
exceptional accuracy, as highlighted in the studies by
Dao et al. [15], and Mehrgardt et al. [16], with accuracies
greater than 95%. This advancement extends beyond basic
applications; ML also enables real-time physiological mon-
itoring by providing up to over 18% improvements in
prediction accuracy. For example, it provides critical insights
into vital signs such as oxygen saturation [11], blood
pressure [17], and respiratory rate [18], thereby enhancing
patient care and enabling the early identification of potential
health issues, as shown in research by Venema et al. [19]
and Alharbi et al. [20], achieving over 80% for precision,
and recall for prediction of patient condition. Furthermore,
ML algorithms have been particularly effective in detecting
and filtrating motion artifacts in PPG data, a crucial step in
ensuring the reliability of continuous monitoring systems,
as demonstrated by Nwibor et al. [21] with 98.7% accuracy.
Consequently, the application of ML in PPG analysis has
not only broadened the scope of clinical applications but has
also significantly increased the efficiency and accuracy of
healthcare interventions.

The implementation of conventional ML techniques
marked initial advancements in this field. For instance,
Support Vector Machine classifiers have effectively detected
heart rates from PPG signals, employing time-frequency
spectral features [15], with accuracies greater than 95%.
This approach represents the foundational phase of machine
learning applications in PPG analysis. However, the field
has witnessed a significant shift towards more sophisticated
methods, particularly with the advent of deep learning
algorithms. Studies have increasingly adopted deep learning
models like Multilayer Perceptrons and Fully Convolutional
Neural Networks, which have shown promising results in
artifact detection [22], [23], accuracy greater than 90%.
These advancements reflect a transition from conventional
machine learning techniques to more complex and capa-
ble deep learning methods within the supervised learning
paradigm, significantly enhancing the capabilities in PPG
signal analysis.

Recent advancements in PPG signal analysis underscore a
paradigm shift from traditional supervised learning methods
to exploring the potential of unsupervised and semi-
supervised approaches. Initial studies, such as the one by
Maqsood et al. [24], have demonstrated the effectiveness of
deep learning algorithms, particularly Bi-LSTM combined
with time-domain features, in achieving superior heart
rate estimation. This approach primarily relied on super-
vised learning frameworks. However, our research team’s
study [12] marks a significant transition in this domain,
achieving a precision of 91%, a recall of 90%, and an F1 score
of 90%. We explored a range of ML techniques, encompass-
ing not only conventional machine learning and supervised
models like MLP and Transformer but also semi-supervised
learning with label propagation. Interestingly, we found that
semi-supervised label propagation and the supervised KNN
algorithm exhibited better performance than Transformer
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models, especially in scenarios involving imbalanced classes
and limited data. This finding indicates a growing trend
toward leveraging semi-supervised methods in PPG artifact
detection, highlighting their potential to overcome data
scarcity and class imbalance challenges.

In light of the demonstrated advantages of SSL, this
study will focus primarily on this approach, particularly
its effectiveness in providing robust representations for
downstream tasks without the need for labeled data. SSL can
significantly enhance robustness in various aspects, including
resistance to adversarial examples, resilience against label
corruption, and tolerance to common input corruption. More-
over, an intriguing aspect of self-supervision is its remarkable
capability to aid out-of-distribution detection, especially
with challenging near-distribution outliers. In fact, in these
scenarios, self-supervision has been observed to surpass the
performance of fully supervised methods, as detailed in the
study by Hendrycks et al. [25]. These insights demonstrate
the potential of self-supervision in improving robustness and
uncertainty estimation and establish these domains as critical
avenues for future research in SSL. Our study, therefore,
seeks to delve deeper into these promising aspects of self-
supervision, aiming to contribute meaningful advancements
in artifact detection.

In conclusion, the integration of ML in PPG analysis
has marked a significant milestone in the field, espe-
cially in enhancing artifact detection. This advancement
has improved signal reliability and opened new fron-
tiers in clinical applications. However, this domain still
requires extensive research and development to fine-tune
these methodologies and ensure their effective integration
into clinical practices. This ongoing progression is set
to redefine the landscape of PPG signal analysis and its
consequential impact on patient care, particularly in the PICU
at CHUSJ. Additionally, despite the transformative potential
of Transformer models and attention mechanisms in ML,
as surveyed by Lin et al. [26], their efficacy in small dataset
scenarios remains a challenge, as highlighted by our recent
studies [12], [16], [27]. This study, therefore, was driven by
the objective of augmenting the SSL capability in effectively
managing small datasets and imbalanced classes. Our focus
is particularly on the classification task of detecting motion
artifacts in PPG signals, a critical aspect of ensuring accurate
and reliable patient monitoring.

III. MATERIALS AND METHODS
A. CLINICAL PPG DATA AT CHUSJ
The PICU at CHUSJ has implemented a high-resolution
research database (HRDB), which has received approval from
the ethical committee. This HRDB is a comprehensive system
that effectively integrates biomedical signals from various
monitoring devices with electronic patient records. This
integration occurs throughout each patient’s hospital stay,
providing a rich and detailed dataset for research purposes.

The research protocol conducted for this study received
approval from the research ethics board of CHUSJ,

University of Montreal, under the project number
eNIMP:2023-4556. The data collection process within this
HRDB captures a wide range of physiological signals. Key
among these was the pulse oximeter sensor, which played a
crucial role in acquiring PPG signals. This sensor works by
emitting light into the skin and measuring the variations in
light absorption due to blood flow changes during the cardiac
cycle.

The study’s population included children aged from
newborn to 18 years who were admitted to CHUSJ between
September 2018 and September 2023. The inclusion criteria
were based on the availability of essential waveform records
such as PPG, electrocardiogram (ECG), and arterial brood
pressure (ABP). Certain exclusion criteria were applied to
maintain the integrity and quality of the data. Any data col-
lected after the fourth day of hospitalization due to prolonged
PICU stay were excluded to minimize potential biases.
Moreover, the study did not include patients undergoing
Extracorporeal Membrane Oxygenation (ECMO) treatment.
In cases of multiple readmissions, only data from the initial
admission were considered to maintain data independence
and avoid confounding factors.

The final cohort comprised 1,571 eligible patients. For
each patient, continuous recordings of ECG, PPG, and blood
pressure via catheter were made over a 96-hour period. The
PPG signals were specifically captured every 5 seconds at
a sampling frequency of 128 Hz. Similarly, blood pressure
and ECG signals were acquired with a frequency of 512 Hz,
also at 5-second intervals. During the data extraction phase,
a fixed 30-second windowwas employed for each PPG signal
to facilitate subsequent processing and analysis.

B. DATA PRE-PROCESSING
In our study, data preprocessing plays a crucial role in
enhancing the quality of PPG signals, adhering to the
methodologies established in our prior studies [12], [13]. The
raw PPG signal undergoes a series of preprocessing steps
to enhance signal quality, eliminate noise, and prepare it
for subsequent analysis stages. This process encompasses
four main steps: filtering, segmentation, resampling, and
normalization, detailed as follows:

1) Filtering: Each signal segment is processed using a
band-pass Butterworth filter with cut-off frequencies
set to 0.5 Hz and 5 Hz, corresponding to heart rates
ranging from 30 to 300 beats per minute. A forward-
backward filtering approach is applied to preserve
the phase integrity of the signal. This step helps
eliminate baseline drifts and high-frequency noise
components.

2) Pulse segmentation: Local minima detection is
employed to segment the signal, defining each pulse
between consecutive minima. This segmentation strat-
egy isolates individual pulses, making analyzing
and detecting artifacts within each segment easier.
The dynamic segment size varies based on signal
characteristics and the desired analysis objectives.
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3) Resampling: Given that a cardiac cycle in children
typically spans 0.3 to 1 second, each pulse is resampled
to ensure a uniform representation of 256 data points,
equivalent to a 1-second cardiac cycle. Missing values
are interpolated using a linear interpolation technique,
which is selected for its computational efficiency and
ability to maintain signal continuity, thereby preserving
the integrity of the pulse waveform.

4) Normalization: The resampled data are normalized
to have zero mean and unit variance, ensuring that
all features in the dataset are on a comparable
scale. This step prevents numerical imbalances from
disproportionately influencing subsequent modeling
stages.

5) Data transformation: Each segmented pulse is rep-
resented as a structured vector containing 256 values,
corresponding to the uniformly sampled points derived
in the resampling step. This standardized vector
format facilitates using the PPG pulses in statistical
analyses and machine learning applications, ensuring
that the data are consistent and manageable for various
downstream processing tasks.

C. DATA ANNOTATION
After segmenting the PPG signals, each pulse is presented
to a professional clinician at CHUSJ for annotation. The
clinician classifies each pulse as either non-artifact or artifact
motion. A pulse is considered artifact-free if its morphology -
defined by consistent amplitude, width, and shape - matches
that of surrounding pulses. Conversely, a pulse is marked
as containing artifacts if it deviates significantly in these
characteristics compared to its neighboring pulses.

To validate the annotations provided by the expert,
an automated re-annotation algorithm, functioning as a
secondary reviewer, was developed [12]. This algorithm
utilizes statistical features such as skewness, kurtosis, and
standard deviation to differentiate artifact-free pulses from
those containing motion artifacts. For consistent cardiac
cycles, these values remain stable, while deviations indicate
the presence of artifacts. Let X denote the pulse sample
values, with µ as the mean and σ as the standard deviation.
The skewness, kurtosis, and standard deviation are defined as
follows:

Kurt[X ] =
E
[
(X − µ)4

]
σ 4 (1)

Skew[X ] =
E
[
(X − µ)3

]
σ 3 (2)

std[X ] =
√
E
[
(X − µ)2

]
(3)

To detect anomalies, a 95% confidence interval is established,
such that a pulse is classified as normal if its statistical values
fall within:

thl = µ− 2σ (4)

thu = µ+ 2σ (5)

If these statistics lie outside the defined thresholds, the pulse
is marked as containing artifacts. This approach helps ensure
consistency and reduces the risk of human error in manual
annotations, ultimately improving the reliability of the pulse
classification thereby providing robust analysis.

Finally, with an average of 51 pulses per signal and
1,571 signals in the database, approximately 80,000 pulses
were available. Previously, only 10% of the pulses were
annotated, leaving 90% unannotated [12]. To leverage this
unannotated data, wewill experiment with varying annotation
proportions of 2.5%, 5%, 7.5%, and 10% - to determine the
minimal subset required for effective artifact detection. This
approach helps identify the optimal dataset size for robust
performance.

D. SELF-SUPERVISED LEARNING (SSL)
SSL represents a breakthrough in machine learning, offering
an innovative way for systems to understand and process
data. Unlike traditional supervised learning that depends on
human-provided labeled data, SSL generates training signals
from the unlabeled data. It formulates a proxy objective, often
by creating tasks where the model predicts part of the data
from other parts. SSL avoids trivial solutions by employing
strategies such as contrastive methods, like SimCLR and
its InfoNCE criterion, which distinguish between positive
and negative examples, or non-contrastive methods that
apply regularization to prevent model collapse. The key
advantages of SSL include its efficiency in reducing the
need for extensive manual labeling, its ability to learn rich
data representations beneficial for various downstream tasks,
and its flexibility to be applied to diverse data types. This
approach has been gaining traction, especially in fields
like computer vision and natural language processing, due
to its effective utilization of large volumes of unlabeled
data [28].

Among SSL approaches, three notable techniques stand
out, each offering unique approaches to training models
on unlabeled data. Each of these techniques embodies the
essence of SSL by extracting valuable information from
unlabeled data, thereby broadening the scope and efficiency
of machine learning models in various domains.

1) MASKING
The masking approach for SSL, as depicted in the pseudo
Algorithm 1, is a technique that involves selectively hiding
parts of the input data and then training a model to
predict these masked portions. This approach is widely used
in various domains, such as natural language processing
(e.g., BERT [29]) and computer vision, to learn robust
data representations without the need for labeled data.
An explanation of the provided pseudo-algorithm is as
follows: i) First, the algorithm requires the original data and
a specified mask size. The output will be the masked data
and the positions of the mask; ii) Then, for each row in the
data, a random starting position for the mask is chosen. The
range for this random integer is from 0 to the length of the row
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Algorithm 1Masking Data Algorithm
Require: data, mask_size
Ensure: masked_data, mask_positions
1: masked_data← Copy(data)
2: mask_positions← empty list
3: for each row in data do
4: mask_position← RandomInteger(0, length(row)− mask_size)
5: masked_data[row, mask_position :

mask_position+ mask_size]← 0
6: Append(mask_positions,mask_position)
7: end for
8: return masked_data, mask_positions

Algorithm 2 A Self-Supervised Model for Data Reconstruction From the Masked Data (Algorithm 1)
1: procedure BuildModel
2: inputs← InputLayer(shape = (feature_size, ))
3: x ← PreprocessingLayers(inputs)
4: x ← AddModelLayers(x)
5: outputs← OutputLayer(x)
6: returnModel(inputs, outputs)
7: end procedure
8: model ← BuildModel
9: Compile(model, optimizer, loss = ‘mse′)

10: Fit(model,masked_data, original_data, training_params)

minus the mask size, ensuring the mask doesn’t exceed the
row boundaries. This step effectively masks or hides part
of the data masked_data. The position of the mask applied
is recorded in the mask_positions list; iii) Finally, once all
rows have been processed, the algorithm returns the now
partially masked data along with the list of mask positions.
The purpose of this algorithm is to create a scenario where the
model is challenged to understand and predict the underlying
structure of the data, given incomplete information. By doing
so, the model learns to capture the essential features of the
data, making it capable of handling similar prediction tasks.
This form of SSL is powerful because it can leverage vast
amounts of unlabeled data, learning from the data structure
itself rather than from external annotations.

Then, the SSL framework for data reconstruction from
the masked data utilizes the masked data generated by the
previous pseudo-algorithm. This framework aims to train a
model to predict the original data from its masked version,
thereby learning a robust representation of the data. Through
this procedure, Algorithm 2, the model learns to predict the
missing values in the masked data by reconstructing the
original data. As the training progresses, the model becomes
better at understanding the underlying patterns and structures
in the data, even when some information is obscured. This
SSL training paradigm effectively leverages the data as the
supervisory signal, bypassing the need for external labels and
allowing the model to learn unsupervised. This is particularly
powerful for utilizing large unlabeled datasets to train models
for tasks where labeled data is scarce to obtain.

2) CONTRASTIVE LEARNING
Contrastive learning is an SSL technique that teaches a
model to distinguish between similar and dissimilar data
points [30]. By doing so, the model learns rich, discriminative
data representations without needing explicit labels. The
essence of contrastive learning lies in its loss functions Eq. 6,
7, and 8, which drive the model to minimize the distance
between positive pairs (similar items) and maximize the
distance between negative pairs (dissimilar items). Here are
three contrastive loss functions that are commonly used.
Let’s denote Lij represents the loss for a positive pair
of examples (i, j). exp

(
sim

(
zi, zj

)
/τ
)
is the exponential

function applied to the similarity score between the encoded
representations zi and zj. τ is the temperature parameter that
scales the similarity score and controls the separation of the
distribution of positive and negative examples.

a: NORMALIZED TEMPERATURE-SCALED CROSS ENTROPY
(NT-Xent) [31]
This loss function is central to many contrastive learning
algorithms and has been popularized by its use in SimCLR.
It normalizes feature vectors and scales the dot product
between them with a temperature parameter, encouraging the
model to identify positive pairs among negative samples.

LNT−Xent = − log

(
exp

(
sim

(
zi, zj

)
/τ
)∑2N

k=1 1[k ̸=i] exp (sim (zi, zk) /τ)

)
(6)
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TABLE 1. Comparison of contrastive loss functions.

NT-Xent scales the similarity scores and, by lowering the
temperature, encourages the model to focus more on ‘‘hard’’
negatives (i.e., those with high similarity to the anchor).
• Uses the entire batch as potential negatives, making it
very effective with large batch sizes.

• The indicator function 1[k ̸=i] ensures that the simi-
larity of the anchor with itself is excluded from the
denominator.

• The temperature parameter τ is used to control the
separation between positives and negatives.

b: INFORMATION NOISE-CONTRASTIVE ESTIMATION
(InfoNCE) [32], [33]
InfoNCE is a variant that focuses on distinguishing a
positive pair from a set of negatives. It’s designed to
learn energy-based models and has been effectively used
in representation learning, improving the quality of learned
representations.

LInfoNCE

=− log

 exp
(
sim

(
zi, zj

)
/τ
)

exp
(
sim

(
zi, zj

)
/τ
)
+

N∑
k=1

exp
(
sim

(
zi, z

neg
k

)
/τ
)

(7)

InfoNCE encourages high mutual information between the
anchor and its positive pair, maximizing the similarity for the
positive while minimizing similarity with negative samples.
• Focuses explicitly on the positive pair and contrasts it
against a predefined set of negatives.

• Each positive pair competes against N negatives,
typically resulting in better feature separation in high-
dimensional spaces.

• The denominator sums over the positives and negatives,
which ensures that the loss is bounded and smoothly
differentiable.

c: SWAPPED CROSS ENTROPY (SwCE) [34]
Introduced in SwAV, this function enforces consistency
between cluster assignments produced by a pair of encoded
views of the same image. It uses a swapping mechanism
that leads to more robust representations by leveraging the

invariance in the data.

LSwCE = − log

(
exp

(
sim

(
zi, zj

)
/τ
)∑N

k=1 exp
(
sim

(
zj, zk

)
/τ
)) (8)

SwCE creates a symmetry between the views, encouraging
the model to treat both views equally. This swapping mecha-
nism can lead to more robust and balanced embeddings.
• It flips the anchor-positive relationship, leading to a
more balanced loss.

• The denominator sums over the similarities of the posi-
tive embedding (zj) to all other negative embeddings.

These loss functions are integral to the SSL framework,
enabling models to effectively leverage large amounts of
unlabeled data to learn useful data representations. Each loss
function has advantages and can be chosen based on the
specific requirements summarized in the Table. 1.

Within this framework, we introduce Smooth InfoNCE,
an extension of the standard InfoNCE loss that aims to
tackle the challenges of overfitting and sensitivity to negative
samples, particularly in limited data scenarios. While the
traditional InfoNCE loss treats all negative samples with
equal weight, this can lead to potential overfitting and an
overly confident separation between positive and negative
pairs, especially when the set of negative samples is small
or lacks diversity. This behavior risks the model learning
to ‘‘memorize’’ negatives rather than capturing meaning-
ful representations. The motivation behind the Smooth
InfoNCE (Eq. 9), is as follows:
• Overfitting to Negatives in Limited Data Scenarios:
In standard InfoNCE, the contribution of negative
samples is uniform. In cases of limited data, there is a
risk of the model overfitting to these negatives. If the
same small set of negatives is repeatedly used, the model
might become overly confident in separating positive
and negative pairs. This results in the model memorizing
the negatives rather than learning meaningful represen-
tations.

• Smoothing Factor to Mitigate Overconfidence: The
smoothing factor λ in the denominator helps modulate
the contribution of negative samples, thus preventing
the model from becoming overly confident in its
predictions. This is especially useful when the negative
samples are few or noisy.
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• Generalization in Small Datasets:By tuning λ, we can
ensure that the loss does not emphasize the negatives,
enhancing the generalization and robustness of the
learned features.

LSInfoNCE

=− log

 exp
(
sim(zi, zj)/τ

)
exp

(
sim(zi, zj)/τ

)
+λ

N∑
k=1,k ̸=i

exp (sim(zi, zk )/τ)


(9)

Smooth InfoNCE Loss can be seen as a special case of the
standard InfoNCE loss. Both losses share a commonality in
the numerator, reflecting the similarity between an anchor
point and its positive counterpart. The primary distinction
between the Smooth InfoNCE loss and the standard InfoNCE
loss lies in how negative samples are treated. In the standard
InfoNCE loss, the denominator sums over all negative
samples with a uniform contribution, which means that each
negative example is given equal importance during training.
This can be problematic in limited data scenarios or when
the quality of negative samples varies, as it may lead to
overemphasizing specific negatives and potentially cause
overfitting.

In contrast, the Smooth InfoNCE loss introduces a
smoothing factor λ that scales the contribution of each
negative sample. When λ ≤ 1, the influence of negatives
is effectively reduced, thereby preventing the model from
placing excessive confidence in distinguishing positives from
these specific negative examples. This change acts as a form
of regularization, making the loss function more resilient to
noisy or ambiguous negative samples. As a result, the model
learns more balanced representations, mitigating overfitting
and enhancing generalization, especially in scenarios where
the set of negative samples is small, noisy, or less diverse.

3) SELF-DISTILLATION WITH NO LABELS (DINO)
For simplicity, DINO [35] is illustrated in the case of one
pair of views (x1, x2). The model passes two different random
transformations of an input image to the student and teacher
networks. Both networks have the same architecture but
different parameters. The output of the teacher network is
centered with a mean computed over the batch. Each network
outputs a K dimensional feature that is normalized with
a temperature softmax over the feature dimension. Their
similarity is then measured with a cross-entropy loss. A stop-
gradient operator is applied to the teacher to propagate
gradients only through the student. The teacher parameters
are updated with an exponential moving average of the
student parameters.

E. BACKBONE NEURAL NETWORKS
Our research draws on the successes of deep learning algo-
rithms in artifact detection within PPG signals, as evidenced

by studies employing Multilayer Perceptron (MLP) and
Fully Convolutional Neural Networks (FCNN) [22], [23].
The effectiveness of incorporating time-domain features in
deep-learning models, particularly in PPG signal analysis,
has been highlighted in recent research [24]. Among these,
the Bi-LSTM model, integrating time-domain features, has
been noted for its superior performance in heart rate
estimation across various datasets. Complementing these
approaches, our team’s investigation [12] explored a range
of machine learning techniques, including semi-supervised
learning, conventional ML, and advanced neural networks
like MLP and Transformer, specifically for detecting artifacts
in PPG signals. Building on these insights, our current
study will focus on benchmarking and establishing baselines
using these neural network architectures. We will primarily
concentrate on classifiers such as MLP, FCNN, Bi-LSTM,
and Transformer, leveraging their distinct strengths in our
analysis and model development.

IV. EXPERIMENTAL RESULTS
Our experiments were carried out using the PICU e-Medical
infrastructure and the Miircic Database at CHUSJ, with
computational support from a GPU Quadro RTX 6000,
equipped with 24 Gb of memory. For model implementation,
we employed the scikit-learn library [36] and Keras [37]
within a Python environment. For each experiment, the
dataset was split into 70% for training and 30% for evaluation.

Informed by previous studies on neural network archi-
tecture optimization [38], we paid special attention to the
model size, learning rate, and batch size, which are crucial
hyperparameters for effective Transformer model training,
as described in [39]. To enhance model performance and
stability, we incorporated dropout [40] with a probability
of 0.25, and used the GlorotNormal kernel initializer [41]
along with batch normalization [42], [43]. Addressing the
challenge of imbalanced classes, we utilized the ADASYN
method [44] for oversampling. These hyperparameters were
meticulously selected to ensure optimal performance while
mitigating the risk of overfitting.

To effectively evaluate the performance of our method,
we utilized several key metrics: accuracy, precision, recall
(or sensitivity), and the F1 score. These metrics are crucial
for comprehensively assessing our model’s performance. The
formulas for these metrics are as follows:

Accuracy (acc) =
TP+ TN

TP+ TN+ FP+ FN

Precision (pre) =
TP

TP+ FP

Recall/Sensitivity (rec) =
TP

TP+ FN

F1-Score (f1) =
2⋆Precision⋆Recall
Precision + Recall

In these metrics, TN (True Negative) and TP (True
Positive) refer to the number of correctly classified negative
and positive cases, respectively. Specifically, TN denotes
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TABLE 2. Parameters setting of classifiers.

FIGURE 2. Classifier’s performance with different learning frameworks including fully-supervised, self-supervised learning with masking, contrastive,
and DINO.

TABLE 3. A comparison of self-supervised learning with different backbone.

cases that are correctly identified as negative, and TP
indicates cases accurately recognized as positive. On the
other hand, FP (False Positive) and FN (False Negative)

represent the instances of incorrect predictions. FP occurs
when a negative case is incorrectly predicted as positive,
while FN happens when a positive case is wrongly classified
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as negative. These four elements are pivotal in assessing the
model’s ability to distinguish between positive and negative
cases accurately.

Table 2 summarizes the hyperparameters used for different
ML classifiers. The Transformer has 4 hidden layers with
128 neurons each, 4 multi-head attention mechanisms,
a batch size of 96, a dropout rate of 0.25, a learning rate
of 6e-04, and uses the Adam optimizer. The LSTM has two
hidden layers with 500 neurons each, no multi-head attention,
and a learning rate 1e-04. The FCNN and MLP classifiers
share settings similar to those of the LSTM, including batch
size, dropout rate, learning rate, and optimizer. Consequently,
one of the importance of hyperparameters tuning of InfoNCE
should be noted as follows:
• Temperature Parameter (τ ): The temperature controls
the sharpness of the softmax distribution. A low value
(e.g., 0.1) makes the distribution sharper and emphasizes
the most similar pairs more, while a higher value
smooths the distribution.

• Smoothing Factor (λ): The λ value should be selected
based on the dataset size and nature of the negative
samples. Start with λ = 0.5 and increase/decrease it to
observe the effect. A lower λ will reduce the impact of
negatives, which is helpful if the negatives are noisy or
very similar to positives.

The table 3 comprehensively evaluates various machine
learning models across different learning paradigms and
data proportions. It compares the performance of MLP,
FCNN, BiLSTM, and Transformer models, each trained
under fully supervised, masking, contrastive, and DINO
self-supervised learning paradigms. The performancemetrics
include Accuracy (Acc), Precision (Pre), Recall (Rec), and
F1 Score (F1), evaluated at four different ratios of annotated
data: 2.5%, 5%, 7.5%, and 10%. Table 3 shows that the Trans-
formermodel, particularlywhen trainedwith SSL approaches
like masking, contrastive, and DINO, consistently achieves
high scores across all metrics, indicating its robustness and
adaptability in learning from annotated and unannotated
data. It significantly improves the Transformer’s performance
compared to supervised learning cases. For example, under
the DINO self-supervised paradigm, the Transformer model
shows remarkable performance with an accuracy and F1
score of 0.97 and 0.91, respectively, at the 2.5% data ratio
and maintains similar high performance across other data
ratios. In contrast, while MLP and BiLSTM models perform
best under fully supervised learning, their performance
does not significantly improve with SSL techniques. The
FCNN model, however, shows some improvement with
SSL compared to fully supervised learning, but not to the
extent seen with the Transformer model. Overall, these
results underline the effectiveness of SSL, particularly with
the Transformer model, in handling various proportions of
annotated and unannotated data, outperforming traditional
supervised methods and other neural network architectures
like MLP, BiLSTM, and FCNN in terms of all evaluation
metrics.

Moreover, from the visual data in Fig. 2, it is clear
that the Transformer model consistently outperforms other
models in SSL scenarios across all metrics and data
proportions. Particularly under the contrastive paradigm,
the Transformer model shows robust performance, often
reaching peak scores. In contrast, while MLP and BiLSTM
models exhibit strong performance in supervised learning,
they do not exhibit the same improvement with SSL as the
Transformer. FCNN shows a moderate improvement with
SSL, suggesting that it benefits from these paradigms, but
not as significantly as the Transformer. The trend across all
models indicates that SSL, especially with the contrastive
approach, substantially enhances model performance, with
the Transformer model achieving notable improvements in
learning from unannotated data and fine-tuning on annotated
data. The bar charts serve as a clear visual testament to the
advantages of employing SSL techniques in enhancingmodel
robustness, with the Transformer model standing out as a
particular architecture.

Table 4 showcases a comparative analysis of the Trans-
former model’s efficacy when trained under different SSL
frameworks—masking, contrastive, and DINO—relative to
traditional fully supervised training. At the outset, with
only 2.5% annotated data, the SSL models generally surpass
the fully supervised model on all counts. The contrastive
and DINO approaches, in particular, demonstrate marked
improvements, with the contrastive framework achieving top
scores for accuracy and F1. As we escalate the annotated data
to 5% and 7.5%, the contrastive learning framework notably
maintains its high scores, aligning with the DINO approach
in terms of accuracy and F1, and consistently outshining
the fully supervised model. Upon reaching 10% annotated
data, this pattern persists, with SSL frameworks, especially
the contrastive and DINO, proving more efficient than fully
supervised learning. They register high F1, indicative of their
capacity to effectively harness annotated and unannotated
data.

Fig. 3 complements these findings with a visual represen-
tation, further illustrating the superiority of SSL, particularly
in the contrastive learning and DINO variants, across varying
levels of annotated data. Even with a mere 2.5% of data
annotated, these SSL methods demonstrate significant
enhancements in model performance, a trend that is sustained
as the volume of annotated data grows. The contrastive
approach, in particular, excels across the board, while DINO
shows a strong balance between precision and recall, a critical
factor in robustmodel training. The cumulative evidence from
the table and figure underscores the robustness and efficiency
of SSL frameworks, with the contrastive and DINO methods
standing out. These SSL techniques not only improve the
Transformer model’s performance in data-scarce situations
but also exhibit remarkable adaptability and reliability across
varied data availability scenarios, emphasizing the strengths
of SSL in enhancing model performance.

Table 5 evaluates the Transformer model using con-
trastive loss functions, including NT-Xent, SwCE, InfoNCE,
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FIGURE 3. Transformer’s performance with different learning frameworks including fully-supervised, self-supervised learning
with masking, contrastive, and DINO.

TABLE 4. Transformer with self-supervised learning regarding different frameworks.

TABLE 5. A comparison of contrastive loss from contrastive learning with transformer.

and Smooth InfoNCE, revealing that with just 2.5%
annotated data, NT-Xent and Smooth InfoNCE excel
in accuracy and F1 score. As the annotated portion
increases to 5% and 7.5%, these losses, along with
SwCE, deliver top F1 scores, demonstrating a balanced
precision-recall trade-off. At 10% annotation, they con-
tinue to showcase high accuracy and precision, with
Smooth InfoNCE maintaining a notable F1 score. Syn-
thesizing these insights, it is evident that contrastive loss
functions significantly enhance the Transformer model’s
performance, especially when annotated data is scarce.
NT-Xent and Smooth InfoNCE, in particular, demonstrate
consistent strength across all metrics, underlining their
effectiveness within the Transformer’s contrastive learning
framework.

Complementing Table 5, Figure 4 graphically shows
the performance of the Transformer model under various
contrastive losses. At the 2.5% annotation level, NT-Xent
and Smooth InfoNCE manifest as superior performers.
As the proportion of annotated data increases, these two
losses retain their prominence, suggesting their efficacy in
contexts with limited annotations. By the time annotated
data reaches 10%, performances across the different loss
functions begin to blend, with Smooth InfoNCE maintaining
its strong precision, which could indicate a particular
proficiency in generating confident predictions. Those
results highlight the efficacy of contrastive loss functions
in training Transformers, particularly in data-constrained
environments. The consistently high performance of Smooth
InfoNCE and NT-Xent suggests these methods are especially
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FIGURE 4. Contrastive self-supervised learning with different contrastive losses for Transformer.

FIGURE 5. Training loss with InfoNCE (left) and SmoothInfoNCE (right) contrastive loss regarding to batches and epochs.

potent, showcasing the transformative potential of contrastive
learning to boost Transformer models when resources are
limited.

Additionally, Figure 5 presents a side-by-side comparison
of the training loss for models utilizing InfoNCE and Smooth
InfoNCE contrastive losses, with the left side depicting
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FIGURE 6. Transformer’s performance with different learning paradigms including supervised,
unsupervised (AE), and self-supervised contrastive learning (SmoothInfoNCE).

TABLE 6. A comparison of transformer’s performance with different learning paradigm.

InfoNCE and the right side Smooth InfoNCE (with the
fine-tunned λ = 0.75). In the batch-wise training loss
comparison, the InfoNCE loss exhibits high initial values and
substantial fluctuation throughout training, suggesting some
instability. Conversely, the Smooth InfoNCE demonstrates a
quick reduction in loss, maintaining a lower and more stable
trajectory, indicative of a steadier learning process. Epoch-
wise, the InfoNCE loss graph shows an initial steep decline
that gradually levels off, albeit with some irregularities that
hint at ongoing learning adjustments. The Smooth InfoNCE’s
epoch-wise loss, however, decreases consistently and without
interruption, reflecting a more uniform and presumably more
effective optimization over time. This overall comparison
indicates that Smooth InfoNCE provides a more controlled
and consistent reduction in training loss, both within batches
and across epochs, potentially leading to better model
generalization and performance stability.

Furthermore, motivated by adapting the unsupervised
learning from Azar et al. [45], and our previous study [46],
we continue to experiment with Transformer for different
learning paradigms, including supervised, unsupervised,
and self-supervised contrastive learning (with Smooth
InfoNCE loss). Table 6, and Fig. 6 present a com-
parative analysis of a Transformer model’s performance
across three learning paradigms: supervised, unsupervised
(using Autoencoders, AE), and self-supervised. Across
all metrics, self-supervised learning exhibits consistently
high performance, particularly excelling over supervised
learning. Even with a minimal 2.5% of annotated data,
self-supervised learning matches the top accuracy and

precision shown by unsupervised learning while significantly
surpassing supervised learning, especially in recall and
F1 scores. As the amount of annotated data increases, the
self-supervised Transformer maintains its superiority over
supervised learning and demonstrates marked improvements
over the unsupervised AE approach. This trend is consistent
with up to 10% annotated data, where self-supervised
learning still shows the highest metrics, confirming its
effectiveness in leveraging both labeled and unlabeled data to
improve performance, particularly in scenarios with limited
annotations.

V. CONCLUSION
In the context of PPG signal analysis for PICU applica-
tions, this study presents SSL as a promising approach to
utilizing the vast amount of unlabeled data. By integrating
SSL into Transformer models, the results demonstrated
improved capacity for signal interpretation and enhanced
accuracy in detecting PPG artifacts. Among the various SSL
techniques explored—masking, contrastive learning, and
DINO—contrastive learning emerged as the most effective,
particularly in scenarios with limited labeled data.

The research proposed refinements to contrastive learning
to optimize SSL further, focusing on modifying the loss
functions inspired by the original InfoNCE loss. These modi-
fications enabledmore stable training and better convergence,
resulting in improved performance of the Transformer for
artifact identification tasks.

However, this study is limited by its exclusive focus
on PPG data collected within a single PICU environment,
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potentially restricting the generalizability of the findings.
Future research should extend this work to more extensive
and diverse benchmarking datasets [24], [47] to comprehen-
sively evaluate the efficacy of SSL techniques in Transformer
models for PPG analysis. Such validation will help establish
the robustness and applicability of SSL approaches across
varied clinical settings and datasets. Additionally, while our
current approach using Transformer-based SSL achieves high
accuracy in detecting PPG signal artifacts, it does not provide
interpretability in its decision-making process. Integrating
attention map analysis could help uncover which signal
regions or patterns contribute most to artifact detection,
thereby enhancing model transparency. Future work will
explore this approach to improve interpretability, enabling a
clearer understanding of the model’s decisions for clinical
and practical applications.

This research underscores SSL’s transformative potential
in elevating neural networks’ performance using limited
labeled data, offering a viable path for future advancements
in data-scarce environments like the PICU.
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