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A B S T R A C T

Molybdenum is a material of great industrial interest due to its specific properties, particularly at elevated
temperatures. Additive manufacturing technologies have recently been proposed as an alternative to con-
ventional powder metallurgy processes because of their flexibility in producing complex geometries. In this
study, interrelations between the laser powder bed fusion process parameters and structural and mechanical
properties of printed molybdenum specimens are investigated with a bid to propose an optimal set of process
parameters. To support this approach, a plan of experiments was built using a simplified numerical simulation
of the temperature field surrounding the melt pool. This approach led to the production of crack-free specimens
with a printed density of 97 %, an ultimate strength of 510 MPa, a yield strength of 340 MPa, and a maximum
strain of 11 % (all in compression at room temperature) using an optimized set of printing parameters P = 179 W,
v = 133 mm/s, h = 60 μm and t = 30 μm. Compression testing in the 20–1000 ◦C temperature range revealed that
the mechanical properties of printed molybdenum (ultimate strengths of 260 and 150 MPa at 800 and 1000 ◦C,
respectively) are comparable to their conventional powder metallurgy manufactured counterparts. Printing of a
series of geometric artifacts, such as walls (down to 0.1 mm in thickness), gaps (down to 0.3 mm in width) and
lattice structures (50 and 60 % porosity gyroids), has proven the potential of laser powder bed fusion to produce
complex molybdenum parts for applications over a wide temperature range.

1. Introduction

Molybdenum (Mo) is a transition metal belonging to the group of re-
fractorymetalswith a highmelting temperature (T=2896K/2623 ◦C). Its
low thermal expansion coefficient (α(25–500 ◦C)=4.7–5.810− 6/K) [1], high
thermal conductivity (130–140 W/(m.K) [2,3], high mechanical proper-
ties [4,5] and excellent wear and corrosion resistance [6–10] make this
metal and its alloys particularly interesting for industrial applications.
Thanks to its high biocompatibility, corrosion resistance and strength and
a reduced weight, as compared to some alternatives (tungsten and
tantalum), molybdenum is also used in medical applications [11,12]. In
the petrochemical industry [13,14], like other refractory metals, molyb-
denum is mainly used as a metal catalyst for selective reactions, but it is
also employed within equipment parts exposed to severe corrosive envi-
ronments. The mechanical properties of molybdenum at elevated tem-
peratures (ultimate tensile strength⁓210 MPa [4] and Young’s modulus
⁓280 GPa at 800 ◦C [15]) are exceeded only by those of tungsten, but
for almost twice the density (10.2 g/cm3 for Mo versus 19.2 g/cm3 for
W [16]), making molybdenum appealing for the aerospace, defense

and energy [17–21] applications. Finally, molybdenum and its alloys
are noteworthy materials in the nuclear safety field. Their ability to
absorb neutrons and their high thermochemical compatibility allow to
improve the corrosion resistance of parts such as fuel claddings of
light water reactors (LWRs) and fast neutron reactors (FNRs) [22–24].

Nowadays, conventional processes, such as those associated with
powder metallurgy, followed by additional steps (forging, machining,
etc.), remain the most common way to produce semi-finished refractory
products such as sheets, rods, wires and tubes. To produce more complex
geometries, joining and subtractive processes are used, but their appli-
cation is hindered by technical issues: during welding, the molybdenum
affinity to oxygen risks severe degrading the heat affected zone [25], and
during material removal, the elevated hardness of molybdenum signif-
icantly increases machining costs [26]. To produce complex geometries,
additive manufacturing (AM) technologies help overcoming these lim-
itations, thereby offering a promising solution. Furthermore, the recy-
cling of unmelted powders allows to significantly decrease overall
processing costs associated with such expensive materials. During the
last decades, different AM technologies were used to produce parts from
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refractory metals and alloys [27,28]. One such technology is the
layer-by-layer laser powder bed fusion (LPBF), which applies a laser
heat source to sequentially melt one powder layer at a time following a
selected pattern corresponding to a sliced 3D-CAD volume of the part to
be fabricated. As compared to its principal competitor, electron-beam
powder bed fusion (EB-PBF), LPBF stands out due to its higher resolu-
tion, printing flexibility and a relatively lower cost [29,30]. Multiple
recent publications have covered the use of the LPBF process to produce
3D printed parts from different refractory metals, including tungsten,
molybdenum, niobium and tantalum [3,31–33]. While the printing of
any refractory metal poses significant challenges related to their
extremely high melting points, the present work focuses on the print-
ability of pure molybdenum.

To overcome the issues reported for molybdenum LPBF printing,
strategies are commonly established to mitigate the high sensitivity of
molybdenum to hot and cold cracking. As well as the former is con-
cerned, a study [34] have highlighted the fundamental role of impurities
on the cracking susceptibility of refractory metals. Despite the inert at-
mosphere in the printing chamber, some residual oxygen enables mo-
lybdenum to form oxide MoO2 which segregates at grain boundaries
(GB) during the solidification step due to the low oxygen solubility of
body-centered cubic molybdenum. The remaining liquid phase becomes
enriched in oxygen and cannot withstand the thermal stresses and
strains induced by the process [35]. Since these impurities segregate at
GB, the cohesion of the latter decreases, thus leading to their embrit-
tlement. This phenomenon, combined with high temperature gradients
and cooling rates accompanying the process, also increases the risk of
cold cracking [34,36].

The above issues inherent to molybdenum highly complicates its 3D
printing process. According to the current state of the art, fully dense
and crack-free parts are extremely difficult to obtain on printers with
power-limited laser sources (Pmax ≤ 200 W). Only a few authors have
claimed to have achieved printed densities greater that 98 % with small
printers (EOS M100 and SLM-50) [3,37]. Apart these cases, printed den-
sity reported for small printers is often quite low (between 50 and 90 %)
[38,39]), and that despite the use of extremely high volumetric energy
densities (VED (1) up to 1000 J/mm3) and lowbuilding rates (BR (2) down
to 0.35 cm3/h). Note that these last two metrics conveniently aggregate
the following process parameters: laser power P (W), scanning speed v
(mm/s), hatching space h (mm) and layer thickness t (mm).

VED
[
J
/
mm3] =

P
vht

(1)

BR
[
cm3/h

]
= vht (2)

The use of more powerful printers (P = 400 W) appeared to be the
solution to increase printed density to up to 99.9 %. However this in-
crease in printed density was frequently achieved at the cost of per-
sisting microcracks [40,41]. In addition to the tight control of the
printing atmosphere, two technical solutions have been identified and
tested in an attempt to prevent the microcrack formation. The first and
the more evident solution is to preheat either the build plate or the
powder bed to reduce thermal stresses. While direct preheating of the
build plate has been reported to be highly ineffective, regardless of the
preheating temperature (400 ◦C in Ref. [42] and 1000 ◦C in Ref. [34]),
laser preheating of the powder bed has shown its efficiency to reduce the
microcrack formation. Another technical solution focuses on the opti-
mization of printing parameters or the scanning strategy to control the
microstructure and accommodate the thermal stresses generated by the
process. An extensive study [40] using a wide range of parameters
highlighted the evolution of the crystallographic texture as a function of
process parameters, but did not report any beneficial effect on the
cracking occurrence, regardless of the microstructure orientation ob-
tained. Other studies have reported some improvements achieved by
modifying the rotational angle between layers [43] and by optimizing

the design of support structures [44]. However, all these solutions have
apparently been insufficient to produce parts that are both dense and
crack-free.

To better understand and optimize the process, different numerical
tools of various complexity have been developed. To account for the
majority of physical phenomena accompanying the LPBF process (so-
lidification, evaporation, condensation, etc.) and determine the opti-
mum powder characteristics and process parameters, some authors
proposed 3D coupled thermo-fluid dynamical simulation models [45,
46]. More recently, to simulate the printing of pure molybdenum, a
coupled discrete elements model (DEM) and computational fluid dy-
namics (CFD) model was developed [47]. The simulation results were
then used with a machine learning algorithm to generate a process map
considering both the powder bed and the molten track quality. However,
such complex models are time- and computer resource-intensive, and
their calibration is extremely delicate. While these simulation tools are
useful for detailed studies of physical phenomena underlying the pro-
cess, they are not well-suited for the process optimization purposes, in
which case simpler models are preferred. As an example, Bajaj et al. [48]
used an analytical heat transfer model to estimate the melt pool di-
mensions formed by a pulsed laser in high thermal conductivity alloys,
including molybdenum. Following correlations with the experimental
results, the authors were able to identify the processing window
allowing to print high-density crack-free parts (~97 %) using a reduced
layer thickness of 20 μm.

The present study follows the same cost-effective path of process
optimization via the application of a simplified model of the thermal
field created by a moving laser source. The melt pool calculations are
used to design the experiment and study the effects of process parame-
ters on the structure and mechanical properties of printed parts, with an
ultimate goal of optimizing the process parameters. In anticipation of
high temperature applications of printed parts, the optimized process
parameters are then used to print specimens for testing in the 20–1000 ◦C
temperature range. The same optimized process parameters are also
applied to print a series of geometric artifacts, such as walls, gaps and
lattice structures, in order to demonstrate the ability of the process to
produce complex geometries of potential industrial interest.

2. Materials and methods

The developed workflow aims to cover different process develop-
ment phases, including powder characterization, process simulation and
the establishment of an experimental setting. These phases are followed
by a study of interrelations between the process parameters, the density,
the microstructure and the mechanical properties of printed specimens.
The final phase of the workflow involves the selection of an optimized
set of process parameters, compression testing over a large temperature
range, and the printing of a series of geometric artifacts representative of
some potential applications.

2.1. Powder characterization

Plasma-spheroidizedmolybdenumpowder (Mo>99.9%,O≤500ppm,
Hall flow ≤15sec./50g) used in this study was produced by Tekna Co.
Ltd. (Sherbrooke, Canada). The particle size distribution of D10= 12.6,
D50 = 20.6 and D90 = 32.0 (μm) was measured using a Beckman
Coulter LS13 320 XR (Brea, CA, USA) particle size analyzer equipped
with a water module, and the particle morphology was observed using a
Hitachi TM3000 (Tokyo, Japan) scanning electron microscope (Fig. 1a
and b). The rheological properties of the powder were measured using
an FT4 powder rheometer (Freeman Technology, UK) and collected in
Table 1. Based on these measurements, it can be asserted that the
selected powder presents good flowability and is suitable for laser
powder bed fusion additive manufacturing [49].

A. Leclercq et al.
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2.2. Experiments and equipment

To limit the number of specimens needed to study the effects of
process parameters on the density, structure and mechanical properties
of printed molybdenum, a plan of experiments was built with the help of
a melt pool model successfully tested with tungsten powders in
Ref. [33].

2.2.1. Numerical model of the melt pool
The numerical model [33] used in this work was developed in the

MATLAB software (R2022b, MathWorks, USA) environment. This model
calculates the melt pool dimensions on the basis of analytical calcula-
tions of the temperature field generated by a moving Gaussian heat
source in a semi-infinite solid ((3)–(5)):

T(x, y, z) = T0 +
AP

krfπ
3
2

∫ 0

+∞

1
1+ τ2 exp(C) dτ (3)

with

C = −

(
τ2

1+ τ2

)((

ξ −
Pe
2τ2

)2

+ η2
)

− τ2ζ2 (4)

ξ =
̅̅̅
2

√ x
rf

; η =
̅̅̅
2

√ y
rf

; ζ =
̅̅̅
2

√ z
rf

;

Pe =
rf v

2
̅̅̅
2

√
α
; τ =

rf
2
̅̅̅̅̅̅̅̅̅̅
2αdt

√ ; α =
k

ρcp

(5)

where T0 is the baseplate temperature (K); A, the absorptivity; P, the
laser power (W); k, the thermal conductivity (W/(m.K)); rf , the laser
beam radius (m); Pe, the Peclet number; v, the scanning speed (m/s); α,
the thermal diffusivity (m2/s); ρ, the density (kg/m3); cp, the mass heat
capacity (J/(kg.K), and dt, the time (s).

Knowing that during the LPBF process, the feedstock material is not
solid, but forms a powder bed, some variables need to be corrected,
namely.

- The density, using (6):

ϕ = 1 − CBD; CBD =
BD
ρs

(6)

where ϕ is the fractional porosity; CBD, the coefficient of bulk density

(without unit); ρs, the material density (kg/m3) and BD (kg/m3), the
bulk density measured using an FT4 powder rheometer (Table 1).

- The absorptivity ((7)–(9)) [50] is calculated using the Hagen-Rubens
model approximating the material absorptivity using its electrical
resistivity value:

ϵpowder = Shϵh + (1 − Sh)ϵs (7)

with

ϵs = A = 0.365
(
Rs
λ

)0,5
(8)

and

Sh =
0.908ϕ2

1.908ϕ2 − 2ϕ + 1
; ϵh =

ϵs

(

2+ 3.082
(

1− ϕ
ϕ

)2
)

ϵs

(

1+ 3.082
(

1− ϕ
ϕ

)2
)

+ 1
(9)

where ϵpowder is the powder emissivity (absorptivity); Sh, the surface
fraction occupied by pores; ϵh, the pores emissivity; ϵs, the emissivity of a
bulk material, Rs; the electrical resistivity of the material (Ω.m) and λ,
the laser wavelength (m).

- The thermal conductivity (10), following the work of [51]:

kpowder = ks(1 − ϕ)
4
3 (10)

where kpowder and ks are the thermal conductivities (W/(m.K)) of a
powder bed and a bulk material, respectively.

It is clear that during LPBF, the thermal conductivity, the specific
heat capacity and the laser absorptivity vary from their values at room
temperature to those near the melting point. Since in this model, the
material properties are considered constant, it is necessary to find which
values must be used to obtain relevant results. To find these values, the
model was tested with different sets of the temperature-dependant
properties. This study consisted of a series of melt pool simulations,
with the material properties varying from their room temperature (RT)
to their melting temperature (TM) values (Table 2).

Results of the melt pool calculations were then compared with their
experimental equivalents [3,52] to select the temperature at which these

Fig. 1. Geometry characteristics of molybdenum powder: a) particle size distribution and b) particle morphology.

Table 1
Rheological properties of molybdenum powder (indexes adopted from Ref. [49]): BD (Bulk Density), CI (Compressibility Index), PD (Pressure Drop), SE (Specific
Energy), AE10 (Aeration Energy at 10 mm/s air velocity) BFE (Basic Flow Energy), CC (Cohesion Coefficient).

BD (g/cm³) CI (%) at 15 kPa PD (mBar) at 15 kPa SE (mJ/g) AE10 (mJ) BFE (mJ) CC (kPa)

6.04 (±0.47 %) 7.65 (±6.57 %) 8.31 (±8.51 %) 2.53 (±2.65 %) 10.60 (±6.21 %) 1084 (±1.23 %) 0.33

A. Leclercq et al.
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material properties provide the smallest discrepancies between the
calculated andmeasured melt pool sizes. It was found that if the material
properties were taken at 0.8TM, the modeled and experimental melt pool
sizes were the closest (the same result was obtained for pure tungsten in
the reference work). As an illustration, results of the regression analysis
between the calculated and experimentally-measured melt pool widths
are presented in Fig. 2a with a directive coefficient of unity, the negligible
constant term, R2

adj = 0.83, RMSE = 5, and without any pattern in the
residuals. Also, it can be observed that the more continuous the experi-
mentally measured melt tracks, the closer the model predictions were to
the experiment. A visual example of the comparison between the calcu-
lated and experimentally-measured melt pool widths is given in Fig. 2b
and c for a specific case of P= 130W, v= 500mm/s and rf= 20 μm, with
an initial temperature of 80 ◦C, and the model properties taken at 0.8TM.

Finally, melt pool dimensions are linked to process parameters
through the dimensionless metrics illustrated in Fig. 3a and b (i.e., melt
pool depth-to-layer thickness ratio (D/t) and melt pool width-to-hatching
space ratio (W/h)), and the latter are used to predict the printed density
using a calibrated polynomial function taken from Ref. [33] (Fig. 3c).
These density predictions are presented in the form of “printed density
process map” in the volumetric energy density (VED, J/mm3)-build rate
(BR, cm3/h) coordinates. Each map is built for one specific layer thick-
ness and one specific hatching space, by varying the laser power and the
scanning speed within the printer capacity limits. An example of such a
map is given in Fig. 3d for a TruPrint 1000 system (TRUMPF GmbH,
Ditzingen, Germany), with the laser power varying from 20 to 200W and
the scanning speed varying from 20 to 2000 mm/s. In this case, the layer
thickness and hatching space are set at 30 and 80 μm, respectively. These
density maps are used to build the plan of experiments presented in the
following section.

2.2.2. Impact of process parameters on the density, structure and properties
of printed specimens

To study the impact of process parameters on the density, structure
and mechanical properties of printed specimens, five identical VED-BR

sets (A, B, C, D and E (Table 3)) were selected on five different process
maps with a fixed layer thickness of 30 μm and an incrementally
increasing hatching space, namely h = 40, 60, 80, 100 and 120 μm.
These five process parameter sets were selected to cover the 70–99 %
printed density range. The specimens were named according to the
VED-BR sets and hatching spaces selected. For example, specimen A-40
corresponds to the specimen obtained with a VED-BR set of 1170 J/mm3

& 0.43 cm3/h and a hatching space of h = 40 μm (Table A.1 in the ap-
pendix provides the detailed plan of experiments, as well as the pre-
dicted densities.).

To conduct this experiment, twenty-five 10 mm-diameter, 21 mm-
high cylindrical specimens with 5 mm dense supports were printed on a
stainless-steel baseplate without preheating (Fig. 4a). The printed
specimens were removed by hand from the baseplate using a hammer
and chisel, their supports were cut off, and the remaining parts parti-
tioned to obtain samples for structural analyses and compression testing
at room temperature (Fig. 4b). Therefore, one specimen per each set of
process parameters was produced and analyzed. Based on the results of
this analysis (described in Section 3.3.1), one of the parameters sets of
Table 3 was selected as being the best, and was then used to produce ten
10 mm-diameter, 21 mm-high cylindrical specimens for compression
testing at elevated temperatures (600, 800 and 1000 ◦C).

2.2.3. Density measurements
Previous studies [33,53] highlighted that Archimedes measurements

are not always suitable for LPBF-processed parts because of the possible
presence of unmelted particles inside the pores, giving the false impres-
sion of a highly dense and therefore potentially highly resistant material.
Moreover, the high density of molybdenum (10.22 g/cm³) limits the use
of X-ray tomography for the porosity detection in parts printed with it.
Because of these considerations, the density of printed samples was
measured using images of their z-y cross-sections (Fig. 5). To this end,
samples were mounted in carbon-doped resin, mirror-polished, and
observed with a LEXT OLS4100 (Lext Olympus Corporation, Tokyo,
Japan) laser confocal microscope. These observations enabled the

Table 2
Properties variation ranges considered as model inputs: Material density is taken from Ref. [4]; powder bed density is extracted from the rheometer test (BD, Table 1);
Dense material: Specific heat capacity, thermal conductivity and electrical resistivity extrapolated from Ref. [15] and absorptivity calculated using equation (8);
Powder bed: Thermal conductivity and absorptivity are calculated using equations (7)–(10).

Temperature of Application (K) State of Matter Density (kg/m3) Specific Heat Capacity
(J/(kg⋅K)

Thermal Conductivity
(W/(m⋅K))

Electrical Resistivity
(nΩ⋅m)

Absorptivity
(%)

Sensitivity study 293 (RT) – 2883 (TM)   RT TM RT TM RT TM RT TM
Dense 10220 255 411 141 56 52 744 8 31
Powder 6040 70 28 19 45

Selected values 0.8 (TM) or 2306 Powder 6040 376 37 590 42

Fig. 2. a) Comparison between the measured [3,52] and calculated melt pool widths for pure molybdenum with 95 % confidence margins; b) photo of a single laser
track extracted from Ref. [3] (P = 130 W, v = 500 mm/s, rf = 20 μm) and c) calculated temperature field of the melt pool with properties taken at 0.8TM (Table 2).

A. Leclercq et al.



Materials Science & Engineering A 929 (2025) 148004

5

detection of defects (pores and cracks) larger than 3 μm in size (if no such
defects were observed, samples are called crack-free). The obtained raw
images (Fig. 5ac) were binarized (Fig. 5bd) in the MATLAB environment
(R2022b, MathWorks, USA) using the grey level threshold which was
locally adjusted considering the mean intensity (first-order statistics) in
the vicinity of each pixel. Finally, the ratio of white-to-black pixels, i.e.,

the ratio of solid matter to void, was calculated. The density value
retained for each sample corresponded to a mean value obtained from 3
observations and this measurement routine was validated by comparison
with the results of manual segmentations in the ImageJ software
environment.

In addition to the printed density, the image observations were used
to characterize pore populations in terms of pore density (pores/mm2),
size (equivalent diameter (11) in μm) and shape (circularity (12),
without unit). According to the microscope resolution (1 px = 2.5 μm),
segmented defects with DE < 20 μm, which represented ~5 % in terms
of the cumulative pore surface area, were removed from the analysis. It
enabled focusing the study on pores having the greatest impact on the
mechanical properties.

Fig. 3. a) Schematic representation of the melt pool, melt pool dimensions (depth D, width W and length L) and process variables (layer thickness t and hatching
space h); b) example of the calculated (0.8TM) melt pool for pure molybdenum, c) response surface of the polynomial function relating printed density to
dimensionless melt pool metrics (experimental points in purple dots) [33] and d) example of the density map for molybdenum (t = 30 μm, h = 80 μm) with the
selected five VED-BR experimental sets for a TruPrint 1000. (For interpretation of the references to color in this figure legend, the reader is referred to the Web
version of this article.)

Table 3
Parameter sets definition.

A B C D E

VED, J/mm3 1170 750 750 400 400
BR, cm3/h1 0.43 0.43 0.86 0.86 1.62

Fig. 4. a) Photo of a baseplate with printed specimens; b) schematic representation of a printed specimen with samples for structural analyses and mechani-
cal testing.

A. Leclercq et al.
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Equivalent Diameter (DE) =
̅̅̅̅̅̅̅̅̅̅̅̅̅
4Area

π

√

(11)

Circularity (C) =
4πArea
Perimeter2

(12)

2.2.4. Microstructure and phase analyses
Microstructure analyses of the as-built specimens were carried out

using electron backscatter diffraction (EBSD) inspection of their z-y
cross-sections. To this end, mounted samples were first subjected to ion
milling using a Hitachi EM 4000 plus (5 kV, 25 rpm, 15 min). The EBSD
maps were built using a Hitachi SU-8230 Field Emission-STEM and then
post-treated using the MATLAB software MTEX library. First, the Band
Contrast (BC) metric was used to qualify the EBSD pattern quality. This
metric is derived from the average intensity of Kikuchi bands with
respect to the overall intensity within an EBSD pattern. It is evaluated by
different levels of brightness going from 0 (bad EBSD pattern quality,
black color) to 255 (good quality, white color). Unstrained materials
would show higher-quality EBSD patterns, i.e., light-colored maps, while
the presence of defects would obscure the maps. The quality of the
samples can therefore be compared by plotting the BC statistical dis-
tributions [54].

Next, the MacKenzie distributions were plotted to address the texture
and the presence of substructures [55]. In this context, two groups of
structural elements were identified as Low Angle Grain Boundary
(LAGB) elements, having misorientation angles between 2 and 10◦, and
High Angle Grain Boundary (HAGB) elements, with misorientation an-
gles larger than 10◦. The LAGB and HAGB quantifications were carried
out using their respective densities (μm− 1), which correspond to the
boundary length divided by the indexed area [56,57]. Structures

corresponding to the HAGB elements were then used to assess the grain
size, shape, orientation and distribution, following the procedure
defined in the E2627-13 ASTM standard [58]. The grain size and shape
metrics were obtained by analogy with those of pores and are referred
herein to as the grain density, i.e., the number of grains per mm2

(grains/mm2); the grain size DE10g, DE50g and DE90g (μm), and the
grain circularity, C10g, C50g and C90g.

Finally, the extent of oxidation occurring during printing and high
temperature mechanical testing was assessed by X-ray diffraction (XRD)
analysis (X’Pert3 system equipped with a cobalt source, Malvern Pan-
alytical Ltd, Malvern, UK), and the energy dispersive spectroscopy (EDS)
technique (Hitachi SU-8230).

2.2.5. Mechanical testing at room and elevated temperatures
All printed specimens were subjected to room-temperature

compression testing using an Alliance RF/200 testing machine (MTS,
Eden Prairie, MN, USA) according to the E9-09 ASTM standard [59]. The
compression rate was set at 0.01 mm/s and two high-resolution cameras
were placed in front of the specimens to monitor the fracture mode
during the tests. The force was measured using a 200 kN MTS load cell,
while the displacement was measured using an LVDT. Based on these
measurements, strain-stress diagrams were plotted to obtain the
following metrics: Ultimate Compression Strength (UCS, MPa), defined
as the maximum stress reached during the test, Yield Strength (YS, MPa),
calculated by moving the slope from origin to 0.2 % on the strain axis
and Strain under maximum load (δ, %), representing the difference
between the total compression strain at UCS and the elastic strain to
failure.

High temperature compression testing of the selected specimens was
carried out on an MTS 810 (MTS, Eden Prairie, MN, USA) load frame

Fig. 5. C-60 specimen (z-y cross-section): a)microscopic image; b) binarized image (density d= 97%, pore population 40p/mm2,DE50p=82 μmandC50p= 0.55; C-40
specimen: c)microscopic image (z-y cross-section, cracks are shownby red arrows); d) binarized images (density d= 89%, pore population 100 p/mm2,DE50p= 100 μm
and C50p = 0.30. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)

A. Leclercq et al.
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under an argon flow of 27.5 ft3/h, with the force measured by a 100 kN
MTS load cell and the displacement measured by an LVDT. The
compression rate was set to 0.075 mm/min as per the ASTM E209-18
standard [60] and the temperature in the testing chamber was
controlled using an infrared (IR) furnace. To ensure that the temperature
in the core of the tested samples corresponded to that in the thermal
chamber, one of the samples was instrumented with a K-type thermo-
couple and subjected to a controlled temperature rise up to 800 ◦Cwith a
heating rate of 10 ◦C/min without applying stress. This enabled the
validation of the temperature ramp and the establishment of a 3 min
prior-to-testing dwell time. Three samples were compressed for each
testing temperature and stress-strain diagrams were plotted and
analyzed using the same procedure as that for the room-temperature
testing.

2.2.6. Printability of complex structures
The optimized set of printing parameters was used to produce three

geometric artifacts, namely the wall and gap artifacts with a thickness
varying from 0.1 to 2 mm (adapted from Ref. [61], Fig. 6a,b,d) and
10 mm-diameter, 20 mm-high, 50 and 60 % porosity gyroid lattice
structures (strut size respectively 345 and 240 μm) (Fig. 6c and d). For
all of them, the contours were printed using the same parameters as the
body, and the laser offset was kept to zero during the print. The gap and
wall artifacts were subjected to optical measurements using a Keyence
VHX7000, while the density of the gyroid lattice structures was
measured using the Archimedes technique.

3. Results

3.1. Printed densities and pore structures

The predicted printed densities are plotted as functions of the process
parameters in Fig. 7a. For all printing sets, the predicted density
monotonously increases to reach a maximum value at h/t = 2.5 and
then decreases. The highest densities (98–99 %) are predicted for the C
(750 J/mm3; 0.86 cm3/h) and E (400 J/mm3; 1.62 cm3/h) VED-BR sets,
while the lowest densities (91–93%), are predicted for the B (750 J/mm3;
0.43 cm3/h) and D (400 J/mm3; 0.86 cm3/h) VED-BR sets, with the
VED-BR set A (1170 J/mm3; 0.43 cm3/h) occupying the intermediate
position.

For comparison, the effective (image-measured) printed densities are

plotted in Fig. 7b. It can be observed that for any h/t ratio, with the
exception of h/t = 1.3, the C and E VED-BR sets also lead to the highest
printed densities (up to 96 %), while the B and D VED-BR sets lead to the
lowest printed densities (down to 87%). As for the A VED-BR set, it leads
to intermediate density values, oscillating between 92 and 94 %.

While the overall trends for the predicted and effectively measured
printed densities are coinciding, two major discrepancies can be noted.
The first is related to the printed density ranges, which are 91–99 %
(simulations) versus 87–96 % (experiment), meaning that the model
significantly overestimates the printed density. The second, more signifi-
cant discrepancy is that for the two best VED-BR sets (C and E), when h/t
increases, the density first increases to reach a maximum at h/t = 2–2.7
and then decreases to reach aminimum at h/t= 3.3, and finally, increases
again to h/t = 4. The reasons why the model is not capable of predicting
such a complicated density evolution are discussed in Section 4.1.

Based on the experimentally obtained data, it can be stated that the
processing conditions leading to the highest printed densities (~97 %),
and therefore to potentially higher mechanical properties, correspond to
the following printing parameters P = 179 W, v = 133 mm/s, h = 60 μm
and t = 30 μm (C-60 set with h/t = 2). Further, the printing parameters
P= 180W, v= 125mm/s, h= 120 μmand t= 30 μm (E-120with h/t= 4)
leading to a printed density of ~96 % should not be removed from
consideration.

The porosity study revealed the pores population in the [30; 121]
p/mm2 range, with a median circularity C50p = [0.30; 0.55] and a
median pore size DE50p= [65; 100] μm. No clear trends can be observed
with any of the porosity metrics in respect to the process parameters.
Concerning the parameter sets C-60 and E-120 leading to the best
measured densities (Fig. 8), the C-60 samples contain slightly larger
pores than their E-120 counterparts: [DE50p; DE90p] = [82; 120] μm
for the former versus [DE50p; DE90p] = [70; 110] μm for the latter.
However, the density (40 pores per mm2) and circularity (C50p = 0.55)
of pores are similar in both cases.

3.2. Crystalline phases and microstructures

Immediately following the printing, selected specimens were sub-
jected to XRD analyses to detect traces of oxidation that may have
occurred during the process. The XRD measurements conducted on
samples C-60 and E-120 revealed only the bcc structure of pure mo-
lybdenum. To compensate for the detection limits of this technique,

Fig. 6. Drawings of the printed geometric artifacts: (a) walls, (b) gaps, (c) 50 and 60 % porosity gyroid lattice structures; (d) printed artifacts.
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some additional investigations were conducted on the cross-polished
sections and compression fracture surfaces, using the SEM and EDX
techniques (Fig. 9). For all the parameter sets, these analyses detected
some minor oxidation traces. Furthermore, observations made on the
polished cross-sections demonstrated a higher concentration of oxygen
at the grain boundaries. This is consistent with the related literature [34,
36], which describes the tendency of molybdenum to have impurities
segregating at these interfaces. However, such visual observations do
not allow comparing the overall oxidation levels between the two
different sets of parameters (C-60 and E-120).

The EBSD analyses were carried out on samples C-60 and E-120 with
the highest printed densities. For both samples, the BC maps were
relatively light-colored and showed no clear difference between them, as

highlighted in Fig. 10a and b. The statistical distributions obtained show
one peak at BC = 160 (Fig. 10c), which reflects the presence of only one
phase in both samples. It should be noted that an increase in the h/t ratio
leads to a slight shift of this peak to the left, meaning a small decrease in
the pattern quality, and thus, a higher presence of defects or internal
stresses. Then, the MacKenzie plots of misorientation angles (Fig. 10d)
are similar to those of conventional polycrystalline cubic materials with
random texture [55]. This absence of preferential orientation was also
confirmed by the pole figures presented in Fig. 10e. Also, these diagrams
revealed a significant population of structural elements with small
misorientation angles (LAGB, <10◦), thus revealing the presence of
substructures accommodated by arrays of dislocations.

The boundary density values of the LAGB and HAGB structural

Fig. 7. a) Predicted and b) measured printed densities for different process parameters sets (arrows point to the C-60 and E-120 sets leading to the highest measured
printed densities).

Fig. 8. Binarized surfaces of the samples a) C-60 and b) E-120 with segmented pores and their pore distributions: c) C-60 and d) E-120.
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elements are plotted as functions of the h/t ratio in Fig. 11a and b. These
evolutions can be compared to those of the grain size in the same figure.
For a constant layer thickness, an increase in the h/t ratio means an
increase in the hatching space and a smaller overlap of two subsequent
laser tracks, and a lower inclination to trigger primary recrystallization.
A smaller overlap will therefore correspond to a higher density of the
LAGB substructure elements at the expense of a lower density of the
HAGB structural elements (grains). To verify this point, a comparison
was made between samples E-120 and C-60 having the same predicted
melt pool widths (W ≈ 135 μm), but for which the overlap ratio (W/h)
goes from 1.1 (E-120) to 2.3 (C-60). As presented in Fig. 11c,d,e,f,
sample E-120 with a smaller overlap manifests a higher LAGB density,
a lower HAGB density and larger grains than sample C-60 with a
greater overlap. Finally, for all the studied samples, grains are elon-
gated (C50g = [0.4; 0.55], C90g = [0.65; 0.75]) and oriented in the
build direction, which is common for this process [34,40].

3.3. Mechanical testing

3.3.1. Room temperature testing
The mechanical properties (YS, UCS and δ) of all the tested samples

are summarized in Table A.1 in the appendix. It must be noted that two
types of mechanical behavior were observed during compression testing
(Fig. 12a). Some of the samples broke under the maximum load, pre-
senting “short” stress-strain diagrams with monotonically increasing
stresses akin to conventional stress-strain diagrams for ductile materials.
The associated fracture surface observed using SEM (Fig. 12b) is rela-
tively clean, without impurities, and shows standard ductile convection
fracture marks. The others, “long” stress-strain diagrams, demonstrate
two inflection points, the first accompanied by audible cracking far
before reaching the second inflection point, corresponding to the
maximum stress before failure. These last samples (VED-BR sets A, B and
D) canbedistinguishedby their lower values of printeddensities (≤92%)
and yield strengths (≤ 250MPa). This two-stage behavior is attributed to
the presence of unmelted particles inside the poreswhich are crushed and
deformed along the compression test, as seen in the SEM image of the
fracture surface of sample B-60 (Fig. 12c). Since this behavior is related to

the presence in the specimens of a significant number of process-induced
flaws (pores, unmelted particles inside the pores and micro-cracks), the
A, B and D parameter sets are excluded from further analyses.

Note furthermore that the mechanical properties of the remaining C
and E sets follow the same trend as the printed densities (Fig. 13 vs
Fig. 7b). Indeed, with the increase of h/t, the strength first increases to
reach a maximum at h/t = 2, then decreases to h/t = 3.3 and finally
increases again. When comparing the room-temperature mechanical
properties of samples with the highest measured densities, C-60 and
E-120, the mechanical properties of the former appear to be significantly
higher than those of the latter:+21 % for UCS,+12 % for YS and+35 %
for strain under maximum load (not shown in Fig. 13). This is consistent
with a finer grain structure of the C-60 samples as compared to their
E-120 counterparts (~100 vs ~125 μm) (Fig. 11c). The C-60 parameter
set (P = 179 W, v = 133 mm/s, h = 60 μm) is therefore considered as an
optimized set of printing parameters and retained for subsequent study.

3.3.2. Elevated temperature testing
Using the C-60 set of printing parameters, selected using density

measurements and mechanical testing at room temperature, new spec-
imens were printed and tested at 600, 800 and 1000 ◦C. It must be noted
that while the argon-filled atmosphere was sufficient to prevent oxida-
tion at 600 ◦C, specimens suffered non-negligible oxidation during
testing at 800 and 1000 ◦C. A thick white smoke was observed outside
the compression chamber and samples were found covered with a shiny
white lamina (Fig. 14a) at the end of testing. The estimated mass loss
corresponded to 8.6 ± 2.7 % at 800 ◦C and 9.4 ± 0.8 % at 1000 ◦C. XRD
analyses of the thermocouple-instrumented specimen (Fig. 14b) before
and after the thermal cycling revealed that this phenomenon corre-
sponds to the formation and vaporization of MoO3 oxides, which were
not initially present in the sample. (Note that the reported values of YS,
UCS and δ obtained at 800 and 1000 ◦C were not adjusted to compensate
for this mass loss.)

Fig. 15 presents the stress-strain diagrams obtained at 20, 600, 800
and 1000 ◦C. Globally, the higher the testing temperature, the lower the
strength characteristics (YS, UCS), and the higher the strain under
maximum load, but this evolution is not monotonic (Table 4).

Fig. 9. C-60 parameter set: (a and b) SEM images of oxidation traces observed on the compressive fracture surface; (c) SEM image on the polished cross-section and
(d) corresponding EDS map.
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3.4. Printability

To assess the printability limits of the parameter set selected (C-60),
geometric attributes of some selected geometric features were measured.
A stitched image of thewall artifact is presented in Fig. 16a alongwith the
methodology used to measure the wall thickness on top of the parts
(Fig. 16b). Regarding the wall features, all the thicknesses were success-
fully printed. Their measured dimensions were compared to the nominal
values and subjected to a linear regression analysis in Fig. 16c. The di-
rection coefficient was close to 1 (1.08), R2

adj = 0.99 and RMSE = 0.063,
with no pattern in the residuals.

For the gaps, the narrowest of them (0.1 and 0.2 mm) were not
printed. For the 0.1 mm gap, since no offset was applied, two neigh-
boring melt tracks overlapped (considering the melt pool width pre-
dicted with the model of ~140 μm). For the nominal sizes of 0.1 and
0.2 mm, the empty space between two neighboring tracks was
commensurate with the diameter of powder particles. For wider gaps,
the linear regression analysis (Fig. 16d) gave a direction coefficient close
to 1 (1.02),R2

adj=0.99andRMSE=0.041,withnopattern in the residuals.
Note that particles attached to the surface induced significant deviations
from the nominal values (Fig. 16d). Regarding the gyroids structures, they
were subjected to ultrasonic cleaning, and their porosity estimated using
the Archimedes method provided an excellent correspondence with the
nominal values, 50 and 59 % versus 50 and 60 %, respectively.

4. Discussion

4.1. Printed density: prediction versus experiment

This study showed the complexity of interactions between the pro-
cess parameters and printed density. Indeed, if it is commonly accepted
that VED is a reliable metric to quantify the LPBF process conditions, this
study demonstrated that VED alone is not sufficient and must rather be
used in combination with the BR and h/t indicators to find the absolute
values of printing parameters P, v, h and t. This highlights the usefulness
of using numerical models for the rough assessment of printed density as
a function of process parameters, thus reducing the often too costly and
time-consuming plans of experiments. However, this work revealed a
significant discrepancy between the predicted printed densities and
their experimentally measured equivalents. While the predicted values
show a clear optimum at h/t= 2.5 (Fig. 7a), the experimentally observed
trends are much more complicated and indicate two optimal regions at
h/t = 2 and h/t = 4 (Fig. 7b).

Such an irregular evolution of printed density as a function of the
process parameters was also observed by Higashi et al. [40], in their
study on pure molybdenum fabricated by LPBF. While the authors did
not provide explanations for such discontinuities, it appears that a
non-monotonic decrease in printed porosity observed in their study was
accompanied by drastic changes in both the nature of process-induced

Fig. 10. Band contrast (BC) diagrams of samples a) C-60 and b) E-120; c) BC cumulative histograms and d) MacKenzie plots of samples C-60 and E-120; e) pole
figures of sample C-60.
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flaws (small spherical gas-filled pores replaced the elongated
lack-of-fusion defects) and the crystallographic texture (<110>
replaced <001>). In our study, no significant texture modifications
were observed, but the highest printed density cases C-60 and E-120
also presented the largest fractions of small spherical gas-filled pores
(DE < 50 μm and C > 0.7) as compared to the other printing regimes.

It can be asserted that the printed density prediction model used in
this study, which is merely a correlation between the calculated melt
pool dimensions and the density calibration function (Fig. 3c), was not
meant to consider the complex physical phenomena impacting the final
density of printed parts. It was used to establish a sound experimental
plan of this work, thus avoiding the trial-and-error approach.

Since the objective of this study was to maximize the printed density
and mechanical properties of as-built molybdenum specimens, Fig. 17
compares the results obtained herein for h/t = 2 with those from the
literature [38,40,41,48]. Only authors whomeasured their density using
the image analysis were retained. According to this representation, the
highest printed densities were obtained in the 200–400 J/mm³ VED
range and in the 2–5 cm³/h BR range. However, with the parameter sets
corresponding to these conditions, all the authors reported the presence
of microcracks. Conversely, the VED values used in this study were
higher (>400 J/mm3), while the BR values were lower (<1.63 cm3/h)
than those in the literature, thus resulting in lower cooling rates. It can
therefore be hypothesized that the appearance of microcracks in the

previously cited works can be explained by excessively high cooling
rates occurring during the process.

Faidel et al. [38] performed experiments in the VED-BR range which
is the closest to the one used in this study and with a similar printer
(Pmax= 200W). They reported printed densities ranging between 49 and
78% (Fig. 17), which is are much lower than those obtained in this study.
Such a significant decrease in printed density can be explained by the use
of a suboptimal h/t≤ 1. In fact, to be in the similar BR range, while using
such a narrow hatching space, the authors of the refenced study were
obliged to switch to higher scanning speeds (up to 4000 mm/s), thus
generating smallermelt pools andpotentially unstablemelting conditions,
resulting in highly porous parts. According to the observations above, the
VED-BR range leading to high-density crack-free printing of molybdenum
corresponds to a combination of high VED (400–1200 J/mm3), reduced
BR (0.5–2 cm3/h), and optimized h/t ≈ 2.

4.2. Microstructure evolution

Considering printing with the C VED-BR set (see Table A.1 in the
appendix), the laser power was fixed at 180 W, the hatching space
increased from 40 to 120 μm and the scanning speed decreased from 199
to 66 mm/s. In the case of a single-track fusion, this decrease in the
scanning speed must correspond to an increase in the linear laser energy
density (LED = P/v) from 0.9 to 2.7 J/mm, an increase in the melt pool

Fig. 11. LAGB, HAGB densities and grain size (DE90g) as functions of the h/t ratio for the VED-BR set C (a) and E (b); phase maps highlighting LAGB (yellow) and
HAGB (red) for the specimens C-60 (c) and E-120 (d); orientation maps (IPF Y) for the specimens C-60 (e) and E-120 (f). (For interpretation of the references to color
in this figure legend, the reader is referred to the Web version of this article.)
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size, decrease in the cooling rate and increase in the crystallized grains
size, according to the welding analogy in Ref. [62]. In the case of a
multi-track fusion however, when the hatching space increased from 40
to 120 μm, the distance between two neighboring tracks and therefore
the heat affected zone, become larger, thus additionally contributing to
the microstructure coarsening (see an increase in the grain size from 100

to 150 μm, Fig. 11a). For the lower h/t ratios (h decreases), a second
competitive phenomenon associated with an increase in the melt pool
overlapping ratio (W/h) occurs, and triggers complex crystal-
lization/recrystallization phenomena leading to the small grain forma-
tion (LAGB density decreases and HAGB density increases (Fig. 11a)).
The formation of such small grains was also reported in the study using
double laser exposure [37].

Similar conclusions can be made for the specimens printed using the
VED-BR set E. The C-60 and E-120 parameters sets resulting in the
highest printed density of this study (~97 %) provide the same linear
energy densities of 1.35 J/mm. However, the former case implies a
greater overlapping of two neighboring tracks and consequently, a
narrower heat affected zone and potentially a greater recrystallization
potential, leading at the end, to an overall finer microstructure (100 μm
for C-60 as compared to 125 μm for E-120, Fig. 11a and b).

Although the columnar aspect of a grain structure in LPBF molyb-
denum is sufficiently addressed in the literature [34,40,43], the printing
strategy to obtain a refined and equiaxed microstructure is not clear-cut,
and is highly dependent on the characteristics of a printer used. Wang
et al. [43], highlighted changes in the grain morphology caused by
different scanning strategies, while Higashi et al. [40], using a 400 W
printer, observed significant variations in the crystallographic texture
and grain size, depending on the process parameters. Their observations,
coupled with the results of this study, demonstrate the complexity of the
crystallization/recrystallization phenomena occurring during LPBF of
molybdenum. To circumvent this complexity while trying to refine the
printed microstructure, some authors, such as Kaserer et al. [63], have
put forth a completely different strategy, using alloying with other ele-
ments, such as carbon (C).

4.3. Mechanical properties

The room temperature mechanical properties obtained in this study

Fig. 12. a) Stress-strain diagrams of the C-60 and B-60 samples highlighting two distinct behaviors observed during the compression tests; SEM images of the fracture
surfaces of samples b) B-60 and c) C-60.

Fig. 13. YS and UCS for C and E process parameter sets; arrows point to the C-
60 and E-120 specimens with the highest printed densities.

A. Leclercq et al.



Materials Science & Engineering A 929 (2025) 148004

13

were first compared to an industrial standard B387-18 [64] for vacuum
arc-cast and powder metallurgy molybdenum and molybdenum alloy
bars, rods and wires (see Fig. 18). This standard could be considered as a
potential target for printed molybdenum. The mechanical properties at
elevated temperatures obtained in this study were also compared with
the literature [3,5,65,66] as shown in Fig. 18 for the ultimate strength.
Note that the referenced authors performed tension testing and reported
significant oxidation during high temperature testing.

Regarding our experiments, theywere carried out in compression and
the measured weight variations are consistent with the expected

oxidation kinetics formolybdenum[67]. At 600 ◦C, samples are supposed
to undergo linear oxidation with low kinetics (k≈ 3.4.10− 4 mg/(cm2⋅s)).
The overall duration of these tests was too short (<2h) for such small
weight gains to be detected. However, at higher temperatures, competi-
tive oxidation and volatilization occurred, and at over 700 ◦C, the vola-
tilization of MoO3 became predominant, leading to linear weight loss
kinetics (k ≈ − 1.2.10− 2 mg/(cm2. s)). The theoretical kinetic rates are
consistent with our observations (Fig. 14a) and measurements.

Regarding the strength characteristics, compared to other LPBF-
produced specimens [3], the values obtained in this study are either
higher (room temperature) or comparable (600 ◦C), despite significantly
lower printed densities: 97 % in this study as compared to 99.5 % in the
referenced work. One of the explanations for this discrepancy is the
difference in testing modes (compression versus tension). Indeed, the
presence of cracks is theoretically more critical in tension than in
compression, which can explain higher mechanical resistance at room
temperature of the specimens of this study. As far as the high temper-
ature testing is concerned, this difference in testing modes becomes
negligible compared to the degradation induced by the concomitant
oxidation.

As compared to the EB-PBF molybdenum [65], the specimens of this
study exhibit from 15 to 30 % lower mechanical resistance at both room
temperature and in the 700–750 ◦C temperature range: 570 MPa (RT)
and 320 MPa (700–750 ◦C) for the former as compared to 500 MPa (RT)
and 250 MPa (800 ◦C) for the latter. This discrepancy can be attributed
to much higher printed densities of the EB-PBF specimens as compared
to the specimens of this study: >99.5 % in the latter as compared to
96.5 % in the former, and a more favorable as-printed texture (mixed
(001)/(111)-fiber grains). Furthermore, with EB-PBF using a vacuum
atmosphere, the final oxygen content measured in produced parts is
generally much lower than within LPBF parts. With EB-PBF, the litera-
ture reports 100 ppm or even lower level of oxygen [68], while with the
LPBF process, the values are rather in the 400–2000 ppm range [34,69,
39]. Consequently, oxygen segregation at the grain boundaries reported
in the literature is more probable during LPBF, leading to a greater
embrittlement and lower mechanical properties of the LPBF molybde-
num as compared to its EB-PBF counterpart.

Finally, compared to the conventional PM processes, the results ob-
tained in this study are very similar across the entire temperature range.
The non-monotonic decrease of mechanical properties around 800 ◦C
observed in this study was also encountered by Carreker and Guard [66].
They related this phenomenon to a manifestation of strain aging caused
by the presence of impurities in body-centered cubic (BCC) metals. This
theory was first proposed and well-studied by Cottrell [70], who
attributed discontinuous yielding in these metals to the pinning of dis-
locations by impurities or interstitial atoms. These observations are also

Fig. 14. Thermocouple-instrumented sample: a) Photo with the oxide layer; b) XRD before and after the temperature cycling (without load).

Fig. 15. Representative stress-strain compression diagrams (C-60) at 20, 600,
800 and 1000 ◦C.

Table 4
Mechanical properties in compression at room and elevated temperatures.

Testing temp., ◦C YS, MPa UCS, MPa δ, %

20 340 ± 20 500 ± 15 11 ± 1
600 150 ± 20 240 ± 30 8 ± 1
800 160 ± 5 260 ± 8 14 ± 1
1000 90 ± 10 150 ± 18 9 ± 4
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Fig. 16. a) Optical microscopy observations of walls; b) measurement of its top thickness using the height profile line represented in red; c) linear regressions
between the nominal and the microscope-measured thickness of (c) walls and (d) gaps, with the confidence interval at 95 % margins. (For interpretation of the
references to color in this figure legend, the reader is referred to the Web version of this article.)

Fig. 17. a) Image-measured printed density in the VED-BR plan for this study
(h/t = 2) and the current literature [38,40,41,48]; red ellipse indicates zone
corresponding to microcracks. Dashed lines delimit the frontier of 100, 200 and
400W printers’ boundaries. (For interpretation of the references to color in this
figure legend, the reader is referred to the Web version of this article.)

Fig. 18. Evolution of the Ultimate Strength depending on the mechanical
testing temperature. Comparison is made to the standard B387-18 [64] and the
literature [3,5,65,66]; Note that the strength values of this study was obtained
in compression, while those from the literature were obtained in tension.
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in qualitative agreement with those of Tury and Krauz [71] on molyb-
denum containing nitrogen impurities. Of note, maximum values of
strain to failure of pure molybdenum products found in the literature
vary significantly: from <2 % for the LPBF Mo specimens in Ref. [3] to
⁓ 60 % for the recrystallized press-sintered specimens in Ref. [5], thus
preventing any comparisons with the results of this study.

It is recommended that for high temperature applications, refractory
metals, such as molybdenum, should be used in fully recrystallized
condition [72]. If the mechanical properties of the as-built specimens of
this study appear to be competitive compared to the traditional pro-
cesses, at high temperatures and after long term exposure, the typical
anisotropic microstructure associated with the LPBF process may evolve
towards a coarser and equiaxed microstructure, thus negatively
affecting the mechanical properties at room temperature. Consequently,
depending on the objectives (targeting either room or high temperature
applications), different post-treatments can be considered.

In the literature, basic post-treatments such as stress relief (980 ◦C for
2h) or annealing (1170 ◦C for 12h) are reported to be highly ineffective
in modifying the microstructure and influence the mechanical proper-
ties of molybdenum [73]. To transform the microstructure of LPBF
tungsten parts, Shi et al. [74] tried to apply HIP treatments with at 1400
and 1600 ◦C (P = 150 MPa for 2h). According to them, only HIP at the
highest temperature of their study (1600 ◦C) was sufficient to trigger the
recrystallization process. Consequently, to improve the isotropy of me-
chanical properties of the LPBF refractory metals, they must be
post-treated at extremely high temperatures, which represents an
additional technological challenge. An alternative solution could be to
add alloying elements in the feedstock material with the objective of
improving its printing behavior, reducing oxidation and refining the
microstructure during the process.

5. Conclusions

A numerical model previously developed for the melt pool pre-
dictions with tungsten powders was used to build a plan of experiments
of this study. Structural analyses and mechanical testing at room tem-
perature revealed a strong link between the physical and mechanical

properties of the printed specimens and the process parameters, leading
to the selection of an optimal set of printing parameters (P = 179 W,
v = 133 mm/s, h = 60 μm and t = 30 μm). This enables to produce
crack-free specimens with a printed density of 97 %, UCS = 510 MPa,
YS = 340 MPa and δ = 11 % at room temperature. This same set of
parameters was then proven to be effective to obtain competitive me-
chanical properties at elevated temperatures and provide a sufficient
resolution to build geometric artifacts, such as walls, gaps and lattice
structures.

According to the results obtained, the possibilities to print high
density molybdenum parts with low-power printers appear limited,
since the optimal set of printing parameters obtained in the framework
of this study are close to the technical limits of the equipment.
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Appendix

Table A.1
Printed specimens: nomenclature, plan of experiments, predicted density, measured density, error between the densities, yield strength at 0.2 % offset, ultimate
compression strength and strain under maximum load.

Name Hatching
Space (μm)

Power
(W)

Speed
(mm/s)

Volumetric
Energy Density
(J/mm3)

Build
Rate
(cm3/h)

Predicted
Density (%)

Image
Analysis
Density (%)

Absolute Error
between
Densities (%)

YS at
0.2 %
(MPa)

UCS
(MPa)

Strain under
Maximum
Load (%)

A-40 40 140 100 1167 0.43 94 94 0 230 380 11
B-40 90 100 750 0.43 91 87 4 220 510 21
C-40 179 199 750 0.86 95 89 6 300 480 11
D-40 96 199 400 0.86 93 84 11 250 490 19
E-40 180 375 400 1.62 95 90 6 290 430 9
A-60 60 140 67 1167 0.43 98 92 7 280 550 17
B-60 90 66 750 0.43 94 80 18 240 550 23
C-60 179 133 750 0.86 98 96 2 340 510 11
D-60 96 133 400 0.86 94 84 11 270 530 21
E-60 180 250 400 1.62 98 93 5 330 500 11
A-80 80 140 50 1167 0.43 98 94 5 240 430 14
B-80 90 50 750 0.43 96 90 6 200 430 20
C-80 179 100 750 0.86 99 96 3 260 390 9
D-80 96 100 400 0.86 96 89 8 190 360 15
E-80 180 188 400 1.62 98 95 3 280 370 7
A-100 100 140 40 1167 0.43 98 94 4 240 430 14
B-100 90 40 750 0.43 95 92 4 200 410 18
C-100 179 80 750 0.86 98 95 4 280 390 8
D-100 96 80 400 0.86 95 91 5 200 380 15

(continued on next page)
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Table A.1 (continued )

Name Hatching
Space (μm)

Power
(W)

Speed
(mm/s)

Volumetric
Energy Density
(J/mm3)

Build
Rate
(cm3/h)

Predicted
Density (%)

Image
Analysis
Density (%)

Absolute Error
between
Densities (%)

YS at
0.2 %
(MPa)

UCS
(MPa)

Strain under
Maximum
Load (%)

E-100 180 150 400 1.62 98 94 5 270 350 6
A-120 120 140 33 1167 0.43 96 93 3 240 430 14
B-120 90 33 750 0.43 95 91 3 180 400 19
C-120 179 66 750 0.86 98 95 3 300 450 11
D-120 96 66 400 0.86 95 89 6 220 390 11
E-120 180 125 400 1.62 97 96 1 300 400 7

Data availability

Data are contained within the article.
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[48] P. Bajaj, J. Wright, I. Todd, E.A. Jägle, Predictive process parameter selection for
Selective Laser Melting Manufacturing: applications to high thermal conductivity
alloys, Addit. Manuf. 27 (2019) 246–258, https://doi.org/10.1016/j.
addma.2018.12.003.

[49] S.E. Brika, M. Letenneur, C.A. Dion, V. Brailovski, Influence of particle morphology
and size distribution on the powder flowability and laser powder bed fusion
manufacturability of Ti-6Al-4V alloy, Addit. Manuf. 31 (2020) 100929, https://doi.
org/10.1016/j.addma.2019.100929.

[50] H. Hügel, F. Dausinger, Interaction phenomena, in: Handb. EuroLaser Acad., Dieter
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