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  Using radio communication in noisy environments is a practical and affordable solution allowing communication between workers wearing
Hearing Protection Devices (HPD). However, typical radio communication systems have two main limitations when used in noisy
environments: first, the background noise is disturbing the voice signal picked-up and transmitted, and second, that voice signal goes to all
listeners on the same radio channel regardless of their physical proximity. A new concept of a so-called " Radio Acoustical Virtual
Environment" (RAVE) addressing these two issues is presented. Using an intra-aural instantly custom molded HPD equipped with both an in-
ear microphone and miniature loudspeaker, undisturbed speech is captured from inside the ear canal and transmitted over the wireless radio to
the remote listener. The transmitted signal will only be received by listeners within a given spatial range, such range depending on the user's
vocal effort and background noise level. This paper demonstrates the technological challenges to overcome and the methodology involved in the
implementation of RAVE.
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INTRODUCTION

Hearing protection has been widely discussed and researched. Several Hearing Protection
Devices (HPD) have been developed to protect workers’ hearing from noisy environments. HPDs
come in several different shapes and sizes and can be made from a variety of materials. The
two main types of HPDs are intra-aural i.e. earplugs, and supra-aural i.e. earmuffs (Berger,
2003). Depending on the type of HPD worn, as well as, the spectrum of the noise and the wearer’s
hearing ability, wearing HPDs could limit communication (Berger, 2003). Good communication in
a work environment is vital. Unfortunately, workers must make compromises between protecting
their hearing and maintaining good communication. There are several different ways that are
used to communicate in noise, one could:

a) Remove the HPD: get closer to a listener and adjust vocal effort to communicate

b) Use passively filtered HPD: flat attenuation HPDs could be beneficial for speech communi-
cation as they do not attenuate high frequencies as much as other HPDs.

c) Use a hand-held radio device: use of a walkie-talkie allows for distance communication
with multiple people while remaining stationary (with HPDs or without).

d) Use of a communication headset: usually an earmuff with a miniature loudspeaker and an
external boom microphone. The voice picked up by the boom microphone is transmitted
through either a wired or wireless network to a remote listener.

Although these techniques are feasible and commonly utilized, their performance is unsatis-
factory. Removing an HPD to communicate is counter-productive, potentially harmful to the
worker’s hearing and requires the workers to be in close proximity. Passively filtered HPDs do
not require the user to remove the HPD for communication, but the speaker must still be in close
range for the listeners to understand. As a result of the excessive levels of background noise, the
persons communicating will naturally increase their vocal effort to compensate for such condi-
tions in comparison to a quite environment. Using a hand-held radio overcomes the problem of
proximity but still requires the removal of the HPD. The best current alternative is the use of
HPDs that are equipped with an external microphone called a boom microphone and connected
to a personal radio system. Although a step in the right direction, these headsets still present
the following inconvenience: the external microphone will not only pick up the user’s voice but
background noise as well, which dramatically affects intelligibility.

Another issue associated with using any kind of radio transmitter, is that it does not distin-
guish a receiver and all communication is sent to everyone on the same radio channel. Thus, the
users’ radio is often flooded with irrelevant conversation that could be annoying and somewhat
loud and thus contributing to the noise dose. Clearly there is a need for a device that provides
good noise attenuation as well as good communication without compromising the performance of
one or the other.

Proposed Approach

We propose a new concept called "Radio Acoustical Virtual Environment" (RAVE) in which
workers in noisy environments can achieve intelligible communication without hindering their
hearing protection. RAVE uses an advanced intra-aural instantly custom molded HPD, shown in
Figure 1, equipped with an In-Ear Microphone (IEM), a miniature loudspeaker, a Digital Signal
Processor (DSP), an Outer-Ear Microphone (OEM) and Wireless Radio (WR) capabilities. Such a
device can capture a somewhat undisturbed speech signal from inside the ear (referred to as IEM
speech). Because the signal captured originates from bone conducted vibrations, it lacks higher
frequencies. Thus, the IEM signal must first be enhanced in its high frequency content. Once
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enhanced, the IEM signal is coded and sent to an appropriate radius of listeners based on the
acoustical features of the produced speech and the level of background noise.

This paper introduces the design of RAVE and the methodology involved in realizing such a
protocol. The next section discusses different techniques available for the enhancement of the
IEM speech signal followed by the concept of vocal effort coding. Then we discuss the envisioned
experimental work required to obtain RAVE and the final section presents our conclusions.

FIGURE 1: Overview of digital custom earpiece (a), its electroacoustical components (b), and equivalent schematic (c).

ENHANCEMENT OF THE IEM SPEECH

When speech is captured conventionally (with a boom microphone), to be sent over a radio
network in a noisy environment, it is disturbed and contains the noise picked up by the exposed
microphone, even when using a directional microphone. On the other hand, capturing speech
from inside the protected ear allows for the transmission of a less-disturbed speech signal that
will not require extra de-noising usually achieved by the electronics within the radio. When
the ear canal is blocked by an in-ear device, there is a regeneration of the speech inside the
ear canal and one experiences what is called the occlusion effect (Berger, 2003). The occlusion
effect allows for the capturing of speech inside the ear, which is useful in noisy environments.
Because of cranial bone conduction, this signal is "boomy", containing most of its energy in the
lower frequencies while missing important high frequency content (Bernier and Voix, 2010). The
difference between the frequency content of the IEM speech and the OEM speech (referred to
as REF) of the utterance /u/, for a male speaker, is demonstrated in Figure 2. In Figure 2, we
notice that above 1.8 kHz, the IEM signal is missing important high frequency content. As a
consequence of the IEM signal’s limited bandwidth, fricative consonants such as /s/ and /f/, and
nasals such as /n/ and /m/ are unintelligible. The IEM signal is thus perceived as having lower
quality and intelligibility than "free air speech", or speech that is recorded near the mouth. To
solve this, the IEM signal could be expanded using Bandwidth Extension (BWE) of the speech
signal as will be reviewed in the next section.

FIGURE 2: IEM vs. REF spectral envelopes of the utterance /u/ from the word ’canoe’, showing the increased low
frequency content and the missing high frequency content.
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Bandwidth Extension (BWE)

In this section, we introduce some BWE techniques commonly utilized in the field of speech
signal processing (a good reference of common speech terms can be found in (O’shaughnessy,
2000)). Many different BWE techniques exist, and the proper choice depends on the desired
results and available resources. BWE can range from spectral estimation and expansion through
excitation signal extension, to Vector Quantization (VQ) and codebook mapping. Iser et al. give
a good review of the basics of such techniques (Iser, Bernd et al., 2008). In the past, the need for
BWE arose because of the limited bandwidth of the telephone network. The narrow bandwidth
of a telephone is about 3.5 kHz leaving some significant parts of human speech unrepresented.
In this context, wideband signals refer to signals that can represent the entire vocal range while
narrowband signals can only represent a limited part of the vocal range. With access to an IEM
and an OEM, BWE can be used for our purposes by treating the IEM signal as the narrowband
signal and the free-air speech captured by the OEM as the wideband signal.

One BWE technique is excitation signal extension. This technique involves three main pro-
cedures: envelope extraction, excitation signal extraction, and excitation signal extension (Iser,
Bernd et al., 2008). The envelope extraction technique depends on the Linear Predictive Coding
(LPC) analysis of the narrowband signal. The excitation signal extraction and extension could be
done using several methods: non-linear characteristics approach, spectral shifting approach and
the function generator approach. Another way BWE can be achieved, is by wideband spectral
envelope expansion. To estimate the wideband spectral envelope, several methods are available,
such as neural networks, linear mapping, and codebooks (Iser, Bernd et al., 2008). Statistically
based methods also exist, such as the statistical recovery function used by Cheng et al. (Cheng
et al., 1994), and Gaussian Mixture Models (GMM) (Park and Kim, 2000). Wideband spectral
envelope estimation differs from excitation signal extension in that it requires a training data
set. While only the narrowband input is required for excitation signal extension, the estimation
of the wideband spectral envelope requires a sufficiently large training data set that contains the
desired sampling rate and bandwidth (Iser, Bernd et al., 2008).

With all these available techniques, listed in Figure 3, it is important to assess the resources
available to choose a practical and efficient technique with good performance. Some things to
consider are the computational complexity and cost of the algorithm, power consumption and
whether the algorithm will be speaker dependent or speaker independent. Excitation signal
extension and spectral envelope expansion could be used for speaker independent BWE. Quality
may be increased with speaker dependent techniques using spectral envelope expansion at the
cost of some practicality. When speaker dependent algorithms are used the user must train
the algorithm. Although speaker dependent algorithms may lead to better quality reconstructed
speech, they are less robust when compared to speaker independent algorithms. Small variations
in speech for instance, caused by a common cold, may lead to undesirable results. This could be
palliated by making the algorithm re-trainable. However, this is impractical and may lead users
to abandoning the use of the device. It is thus important to evaluate such adverse effects and
assure that the BWE algorithm used is practical, efficient, and reliable.

VOCAL EFFORT CODING

In this section we discuss the various vocal modes and their relationship with physical dis-
tance between a speaker and a listener. Naturally, human beings adjust their vocal effort to
compensate for changes in their environment. One can whisper a confidential message, call out
for a meeting or shout out for help. It is important to distinguish "vocal effort" from "vocal level".
The latter suggests a change in Sound-Pressure Level (SPL) while vocal effort involves a lot
more than just changes in SPL (Traunmüller and Eriksson, 2000). Zhang et al. (2007) classified
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FIGURE 3: Classification of different bandwidth extension techiniques applicable to in-ear microphone signal pickup
inside workers’ ears.

5 speech modes: (1) whispered, (2) soft, (3) neutral, (4) loud, and (5) shouted. Each of these speech
modes is characterized by its deviations from the neutral speaking condition. Many studies have
been done to characterize each speech mode as to enhance speaker recognition systems and other
applications. In particular, whispered and shouted speech require the most dramatic change in
excitation (Zhang and Hansen, 2007) and have thus received a lot of attention. Our interest lies
mostly with the shouted speech mode and the changes in acoustical features that occur.
As documented by many, as the vocal effort increases so does the fundamental frequency, F0.
Another widely accepted change in the formants is the increase of the first formant, F1 (Liénard
and Di Benedetto, 1999) (Elliot, 2000) (Garnier et al., 2008). Liénard and Di Benedetto (1999),
however, also claim an increase in the second formant, F2, for females but this has not yet been
widely accepted. Shouted sentences have increased initial F0 slope but a decreased final F0 (Fux
et al., 2011) and a decreased spectral slope (Zhang and Hansen, 2007). They are longer in dura-
tion which is caused by longer word duration, but have a decreased silence duration (Zhang and
Hansen, 2007). Typically, shouted speech is detected based on F0, F1 and the spectral tilt (Nanjo
et al., 2009). A summary of these changes can be seen in Table 1.

Traunmüller et al. describe vocal effort as "the quantity that ordinary speakers vary when they
adapt their speech to the demands of an increased or decreased communication distance" (Traun-
müller and Eriksson, 2000). As distance increases so does the vocal effort. In fact, Brungart et
al. report that as distance doubles the intensity increases by 8 dB, while Liénard et al. report
that F0 increases at 3.5 Hz/dB (Fux et al., 2011) (Liénard and Di Benedetto, 1999). Distance,
however, is not the only time we adjust our vocal effort. When our ability to hear our own voice
changes, as a result of background noise for example, our vocal effort changes (Junqua, 1993).
This is known as the Lombard effect. Although Lombard speech may share some characteristics
with shouted speech, it is unique and cannot be treated the same way as shouted speech. Speak-
ers vary their vocal effort based on the spectrotemporal properties of the background noise. In
fact, significant differences of adjustments in the presence of white noise and babble noise have
been reported (Traunmüller and Eriksson, 2000). A summary of the acoustical changes cause by
Lombard speech as found by Junqua (1993) is shown in Table 1 .

When wearing HPDs, the Lombard effect is also a contributing factor in decreased speech
intelligibility, from the perspective of both the speaker and the listener. Wearing hearing pro-
tection in noise not only affects the way speech is heard, it changes the way speech is produced.
At the speaking end, Tufts and Frank (2003) studied the differences in speech acoustics when
produced in noise while wearing hearing protection. For people with normal hearing, the level
of adjustment in vocal effort as the level of noise increased was less when hearing protection
was worn than without. As the level of noise increased from 60 dB to 100 dB SPL, speakers not
wearing hearing protection increased their speaking leved by about 40dB, while those wearing
hearing protection increased their vocal level by only 3 dB to 15 dB (Tufts and Frank, 2003). At
the hearing end, studies by Candido Fernandes (2003) report that in environments with +5 dB
Signal-to-Noise Ratio (SNR) and +10 dB SNR , wearing hearing protection decreases the intelligi-
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TABLE 1: Summary of acoustical differences between shouted speech and Lombard when compared to neutral speech

Acoustical Feature Shouted speech Lombard speech
F0 Increased frequency Increased frequency (more

dominant in male speakers)
F1 Increased frequency Increased frequency (more

dominant in female speakers)
F2 Increased frequency (females

only)
Increased frequency (females
only)

Sentence Duration Increased duration Increased duration
SPL Increased level Slightly increased level

bility of speech. However, at -5 dB and -10 dB SNR, wearing hearing protection increases speech
intelligibility by up to 10% (Candido Fernandes, 2003). It is also useful to note that studies by
Giguère and Dajani (2009) report that persons wearing HPDs prefer an SNR of 13.5 dB when
listening to speech in noise. This can be utilized in the experimental procedures as discussed in
the next section.

The studied changes that characterize the different vocal efforts could be utilized in our ap-
plication. However, as can be concluded from the preceding discussion, to correctly make a link
between vocal effort and intended communication distance while wearing HPDs in noise, the
effects of the Lombard effect along side the occlusion effect must be considered.

ENVISIONED EXPERIMENTAL APPROACH

In order to reach our goal to provide workers with intelligible communication without compro-
mising their hearing protection through our proposed "Radio Acoustical Virtual Environment",
we must answer the following research questions:

(1) What is the relationship between vocal effort and communication distance in noise with and
without HPDs? What are the changes in relevant acoustical features between the case where
HPDs are worn and when they are not?

(2) To what extent does post processing of the IEM speech enhance intelligibility? Are there ways
to train a speaker in noise to further enhance intelligibility?

To answer the questions above, several tests must be performed on a large control group of hu-
man subjects for data collection. Below, is a list of tests that we anticipate could be helpful in
advancing our research. For the following tests the speaker will be in a quiet environment but
exposed to background noise through the in-ear device and asked to communicate at different
levels of this background noise. This will leave the OEM free of noise enabling it to pick up a
clean speech signal. Since the transfer function between the IEM and REF will always be the
same, the respective IEM level can be figured out from the found REF signal. The control group
for theses tests will consist of normal hearing people and have an equal number of females and
males. There are two main types of tests that we envision carrying out:

(1) The first test will involve two normal hearing human subjects. One subject will be assigned
as the speaker the other subject will be assigned as the listener. The speaker will be asked
to relay a set of actions to the listener, for example, "Pick up the hammer". The listener will
have to correctly perform the requested action. Once the listener is successful the speech
from the speaker is saved for analysis and annotated with the distance between speakers
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and level of background noise. The same test will be repeated for multiple speakers and
listeners, with and without hearing protection, in silence and different levels of background
noise.

(2) The second test will utilize a moving cardboard target (equipped with a measurement mi-
crophone) that, again gradually moves farther away. At a fixed background noise level the
speaker will be asked to speak so that her/his speech is intelligible to the moving target.
Using objective speech intelligibility measures such as the one presented by Giguère et al.
(2009), the speaker will receive a cue of whether or not the information was understood by
analysis of the measurement microphone signal. The speaker’s own speech will be played
back to them and the speaker will be asked to adjust their speech to make it more intelligi-
ble.

Each test will contribute to a certain aspect of our research. The first test will help us collect the
necessary data to map vocal effort and variations in relevant acoustical features of speech, with
and without the use of HPDs, to intended communication distance. This test will also allow us to
assess what acoustic features of speech are robust enough to be used in coding the vocal effort. An
interesting consideration is the SPL of the speech. Conventionally SPL is not used to characterize
different levels of vocal effort because of the unfixed position of the microphone. However, in our
application the microphone location is stationary and could be used along with other features to
code the vocal effort. The second test could indicate whether training a speaker how to speak in
noise could further increase the intelligibility. It could also provide significant data on how much
facial cues and gestures from a human listener are useful to the speaker and the listener. For
example, Erber (1969) reports that lip reading in -10 dB SNR can increase speech intelligibility
in noise by about 60%.

At the conclusion of these tests we envision producing a relationship as portrayed in Figure
4. The green blocks represent distances where speech is intelligible for the given vocal effort
and background noise level. The yellow blocks represent areas of reduced intelligibility or areas
where intelligibility is achieved only with reinforcement from facial cues or gestures. Red blocks
represent areas where speech is unintelligible. Note, the numbers in this table are strictly for
illustrative purposes and do not yet come from research data. Once this table is compiled, the
vocal effort of the speaker may be coded and sent to an appropriate radius of intended listeners
through an ad-hoc radio system such as cognitive radios (Li et al., 2011). Figure 5 demonstrates
the anticipated performance of RAVE. If a worker is speaking at 70 dBA SPL in a quiet environ-
ment the radio signal will be transmitted to anyone within a 20 m radius. As the level of noise
increases and the vocal effort of the speaker remains constant the transmitting distance will de-
crease. Therefore, in an extremely noisy environment the transmitting distance of the radio will
only be 5 m to compensate for such phenomena as the Lombard effect.

FIGURE 4: Illustrative table of relationship between vocal effort and communication distance in the presence of
background noise while wearing HPDs.
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FIGURE 5: Illustration of functionality of RAVE. The green and red lines represent the areas where the signal is
transmitted and not transmitted, respectively.

CONCLUSIONS

Good hearing protection is currently achieved at the cost of decreased communication while
good communication is achieved at the cost of jeopardizing good hearing protection. Providing
workers with satisfactory hearing protection and communication is still difficult and requires the
compromise of one or the other. In this paper, we propose a new distance sensitive protocol that
provides intelligible speech to workers wearing hearing protection. Using changes in acoustical
features of speech the vocal effort will be coded and the speech signal will be sent in a way that
mimics a natural acoustical environment. The "Radio Acoustical Virtual Environment" discussed
will allow workers to communicate without the need to remove their HPDs and without having
to move closer to their listener. Undisturbed speech from inside the ear canal will be captured
and transmitted over wireless radio to the remote listener. The transmitted signal will only
be received by listeners within a given spatial range, this range depending on the user’s vocal
effort and background noise level. Providing workers with such a device will enhance their work
experience and potentially promote the use of HPDs in noisy work environments.
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