A Neural Network Learned Information Measures for Heart Motion Abnormality Detection
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Abstract. In this study, we propose an information theoretic neural network for normal/abnormal left ventricular motion classification which outperforms significantly other recent methods in the literature. The proposed framework consists of a supervised 3-layer artificial neural network (ANN) which uses hyperbolic tangent sigmoid and linear transfer functions for hidden and output layers, respectively. The ANN is fed by information theoretic measures of left ventricular wall motion such as Shannon’s differential entropy (SDE), Rényi entropy and Fisher information, which measure global information of subjects distribution. Using 395 × 20 segmented LV cavities of short-axis magnetic resonance images (MRI) acquired from 48 subjects, the experimental results show that the proposed method outperforms Support Vector Machine (SVM) and thresholding based information theoretic classifiers. It yields a specificity equal to 90%, a sensitivity of 91%, and a remarkable Area Under Curve (AUC) for Receiver Operating Characteristic (ROC), equal to 93.2%.
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1 Introduction

Detection of left ventricular (LV) disfunctions such as wall motion abnormality is essential to effectively detect coronary heart diseases in their early stage. Conventional visual diagnosis is labour-intensive, tedious and restrictive. Alternatively, in order to analyze such a massive data, computer-aided diagnostic systems have attracted a large number of research studies currently [1–5]. LV left ventricular motion can lead to promising classification results. However, it is a simple thresholding of each individual measure [4] so that it is not able to diagnose LV diseases optimally. This disability stems from the significant overlap between the distribution of information measures computed for normal and abnormal subjects (cf. plots in Fig. 3).

In this paper, to classify the aforementioned distributions a nonlinear relation between the inputs and clusters of the output is solved. This nonlinear mapping distinctly separates overlapped classes of the inputs. The classifier can be expressed as a
multilayer combination of certain numbers of weighted hyperbolic tangent functions \((\tanh)\) of the inputs [6].

In order to find the best aforementioned nonlinear relation, we investigate an artificial neural network based on a combination of information theoretic measures. Adaptability and nonlinearity of ANNs has made them well-known, easy to implement, useful tools in pattern recognition [7, 8], as well as in medical image processing [9–11].

Using 395 image sequences, each consisting of 20 segmented LV cavities of short-axis magnetic resonance (MR) functional images, obtained from 48 subjects, the experimental analysis demonstrates that the proposed ANN can lead to a significant improvement over other classifiers that are prevalent in the literature [2]. Moreover, a Bhattacharyya distance analysis [12] (cf. plots in Fig. 3), which is measure of separability of classes, show that the ANN yields better classification ability amidst the stochastic nature of the cardiac motion and image segmentation inaccuracies.

2 Preprocessing of data

2.1 Tracking the Cavity Boundary and Dynamic Model for Temporal Periodicity

Following the work in [13, 14], an automatic detection of the heart cavity boundary (the endocardium) for each MR cardiac frame \(k \in [2, \ldots, K]\) was formulated as the evolution of a closed planar parametric curve towards the endocardium.\(^6\)

Let \((x, y)\) be a Cartesian point on the endocardial boundary and state vector \(\xi = [\bar{x}_k^i \ x_k^i \ \dot{x}_k^i]^T\) describe the dynamics of the point in x-coordinate direction, where \(\dot{x}_k^i\) and \(\bar{x}_k^i\) denote, respectively, velocity and the mean position over a cardiac cycle. Now, let \(\{s_i^k = [\bar{x}_k^i \ x_k^i \ \dot{x}_k^i \ y_k^i \ \dot{y}_k^i]^T : i = 1, \ldots, N\}\) be a sample point on the LV boundary in frame \(k\).

Cyclic motion of the points are formulated by a continuous state-space model, from which a Kalman filter is used to estimate the states. In order to analyze wall motion regionally, a symmetric nearest neighbor correspondences [23] is applied by sampling a set of equally-spaced points along the LV boundary [4]. Consequently, the sequence of corresponding points over time is found. Using Spline interpolation, \(N_s\) points were sampled along the LV cavity in each frame, and \(N\) points were chosen as measurements to the filter. Finally, a Gaussian kernel estimation was applied to the points to obtain the probability density. The information theoretic measures are listed in the [4] (Eq. 3-8).

2.2 Artificial Feed-forward Backpropagation Neural Network

To classify the aforementioned distributions, a nonlinear relation between the inputs and clusters of the output must be solved, to distinctively separate overlapped classes of inputs. The nonlinear mapping can be expressed as a multilayer combination of certain numbers of weighted hyperbolic tangent \((\tanh)\) of the inputs, and is expressed as

\[
Y = F \left[ \sum W^{h(n-1)} \ldots \tanh \left( \sum W^{h1} \cdot \tanh \left( W^{h0} \cdot X \right) \right) \right]
\]  

\(^6\) \(K\) typically is equal to 20 or 25.
where $X$ is a matrix of inputs, $F$ a thresholding or step function, $W^h_i$ matrix of weights, $i = 0 \ldots n - 1$, in consecutive layers $i$ and $i + 1$, and $Y$ the output classes. We need to find the best $W$ corresponding to the least error in estimating $Y$.

**Training:** In this study, a neural network was applied to implement $Y$ in (1). Before the ANN is prepared for use, it should be trained. The input vector sequentially is introduced to ANN $X = (X_1, X_2, \ldots, X_n)^T = (S_f, I_f, R^o_f, \mu_r, \mu_v)^T$, where $\mu_r$ and $\mu_v$ are mean radial distance and mean radial velocity respectively, and its corresponding output vector $Y \in \{0, 1\}$ are split up into a training set $\{(X^j, Y^j); j \in I_r\}$ and a testing set $\{(X^j, Y^j); j \in I_t\}$. The network in its simplest form comprises a single neuron as shown in Fig. 1a.
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**Testing:** After the training procedure, the weight vector, $W$, is configured and remains constant. The applied ANN uses a hyperbolic tangent function,

$$F(x) = \tanh(x)$$

(2)

as an activation function in hidden layers and step function in the output layer. Thus, having trained the simple network at Fig. 1, the output of this neuron during feeding each testing set $X^t$ is expressed as

$$\hat{Y}^t_k = \tanh(W_k^h X^t_k) = \tanh(W_1 S_f(k) + W_2 I_f(k) + W_3 R^o_f(k) + b_0)$$

(3)

where $k$ is the $k$th sample of the testing set and $b_0$ is bias to the neuron. Note that the right-hand side term in (3) is based on information theoretic measures as inputs to the ANN. Now assuming that the ANN contains a single hidden layer, and that there are $n$ neurons in this layer, the ultimate output is expressed as

$$Y_{out} = F_{step}(W^h Z + b_{out})$$

(4)

$$Z(i) = \hat{Y}^t(i)$$

(5)
where \( F_{\text{step}} \) is a step function, \( \hat{Y}_t(i) \) is the output of \( ith \) neuron in the hidden layer (3), \( W^h \) is the weight vector connecting the neurons in the hidden layer to the neuron in the output layer and and \( b_{\text{out}} \) is bias to the output neuron. Note that the ANN in this study has a single neuron in the output layer.

3 Experiments

The data-set contained 395 short-axis image sequences, each consisting of 20 functional 2D-images acquired from 30 normal and 18 abnormal subjects as diagnosed by radiologists based on left ventricular wall motion. The data were acquired on 1.5T MRI scanners with fast imaging with a steady state acquisition (FIESTA) image sequence. The experiments compare the proposed ANN classifier with other classifiers such as Support Vector Machine (SVM), the mean radial displacement, mean systolic radial velocity, SDE, Rényi entropy (\( \alpha = 2 \)) and Fisher information. \( \alpha \) was chosen out of a wide variety of experimented \( \alpha s \). Also, the same kernel density with bandwidth 0.5 was used for Ab/normal subjects. The results were compared with ground truth classification of the MRI sequences by radiologists. If any of the cardiac segments in an image sequence is abnormal, it is diagnosed as an abnormal.

The \textit{leave-one-subject-out} method, the receiver operating characteristic (ROC) curves, and the corresponding area under the curves (AUCs) are used to evaluate the performance of the classifier. Moreover, the ability of classifiers to separate classes was assessed by the Bhattacharyya measure. Table 1 summarizes the results.
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\textbf{Fig. 2.} Receiver operating characteristics of the ANN, Information Theoretic, SVM classifier elements.

The ROC curves for classifier elements are shown in Fig.2. The plot shows that the proposed ANN has better classification accuracy than the literature. The corresponding AUCs are listed in Table 1.

The closer the curve to the upper left corner, the better the classification performance.
The ROC curves show that the proposed ANN clearly outperforms other classifier elements.

The AUC represents the average of the classifier sensitivity over specificity resulting from thresholding the outputs. The ANN yielded the highest AUC and, therefore, has the best overall performance. The ANN curve also is closest to the ideal step function, with 91% sensitivity and 90% specificity.

We applied the Bhattacharyya distance metric \((B)\) [12] to evaluate the discriminative power of the classifiers over normal and abnormal hearts.

The higher \(B\), the lesser the overlap (Refer to Fig. 3 for an illustration) and, therefore, the better the discriminative ability of the classifier. The ANN yielded the highest \(B\) as shown in Fig. 3 and reported in Table 1.
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**Fig. 3.** Distribution of normal and abnormal hearts categorized using classifier.

## 4 Conclusions

We derived an ANN to classify the left ventricular based on information theoretic measures. The ANN was fed by global measures of distribution of left ventricular wall motion such as SDE, and Fisher information along with local measures like mean. The structure of ANN was examined by different combinations of these features to determine the best and optimized of them. Moreover, the ANN structure was subject to modifications of number of layers, nodes and activation function to give the best performance. The proposed method is based on analyzing wall motion quantitatively.
<table>
<thead>
<tr>
<th>Classifier element</th>
<th>AUC (%)</th>
<th>B</th>
<th>Abnormal (%)</th>
<th>Normal (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN</td>
<td>93.2</td>
<td>0.69</td>
<td>91.0</td>
<td>90.0</td>
</tr>
<tr>
<td>SVM</td>
<td>86.50</td>
<td>0.61</td>
<td>85.0</td>
<td>75.0</td>
</tr>
<tr>
<td>Mean systolic velocity</td>
<td>70.8</td>
<td>0.32</td>
<td>79.4</td>
<td>54.9</td>
</tr>
<tr>
<td>Fisher information</td>
<td>89.3</td>
<td>0.59</td>
<td>84.1</td>
<td>85.0</td>
</tr>
<tr>
<td>Rényi entropy</td>
<td>90.8</td>
<td>0.60</td>
<td>87.3</td>
<td>84.5</td>
</tr>
<tr>
<td>Shannon’s differential entropy</td>
<td>90.9</td>
<td>0.62</td>
<td>90.5</td>
<td>78.6</td>
</tr>
</tbody>
</table>

Table 1. The AUC, B and percentage of classification accuracy corresponding to Fig. 2 and Fig. 3 respectively.

by constructing distributions of the radial distance and a nonlinear classifier in order to separate the overlapped classes. The results, based on ROC, area under the curves, Bhattacharyya distance metrics, and leave-one-out cross validation, showed that the proposed ANN can lead to a significant improvement over other classifiers in the literature.
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