Low complexity H.264 list decoder for enhanced quality real-time video over IP
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Abstract—This paper presents a novel list decoding approach exploiting the receiver side user datagram protocol (UDP) checksum. The proposed method identifies the possible locations of errors in the packet by analyzing the calculated UDP checksum value at the receiver side. This makes it possible to considerably reduce the number of candidate bitstreams in comparison to conventional list decoding approaches. When a packet composed of $N$ bits contains a single bit in error, instead of considering $N$ candidate bitstreams, as is the case in conventional list decoding approaches, the proposed approach considers $N/32$ candidate bitstreams, leading to a 97% reduction in the number of candidates. Our simulation results on H.264 compressed sequences reveal that, on average, the error is corrected perfectly 80% of the time, and thus, the original bitstream is fully recovered when the first valid candidate is considered as the best candidate. In addition, the proposed approach provides, on average, a 2.78 dB gain over the error concealment approach used by the H.264 reference software, as well as a 1.31 dB and 1.51 dB gains over the state-of-the-art error concealment and HO-MLD approaches, respectively.

Index Terms—Video Transmission over IP, Video Error Correction, H.264, List Decoding, UDP Checksum.

I. INTRODUCTION

H.264 is the most widely used video coding standard, with significant penetration in the optical disc, broadcast, and streaming video markets. In 2014, about half the bits transmitted on communication networks worldwide were for coded video using MPEG advanced video coding (AVC) [1]. Due to the high compression efficiency of H.264/AVC, the compressed video data is more vulnerable in error-prone networks. Various error control mechanisms have been proposed to combat visual quality degradation caused by transmission errors [2]. Retransmission is one of the basic mechanisms used to provide reliable communication, but it is rarely used in real-time conversational or broadcasting/multicasting applications due to the added delay it involves or to the lack of a feedback channel [3]. Error resilience injects redundancies during source coding to make the streams more robust against transmission errors, thereby allowing the decoder to better deal with the loss of information. However, every error resilience method reduces coding efficiency or involves bit rate sacrifices, and is inefficient, especially when there is no transmission error [4]. Compared to the other approaches mentioned, error concealment, as a post-processing mechanism at the decoder side, will not require any additional bit rate, and will not introduce retransmission delays. Error concealment methods estimate lost areas by exploiting the inherent correlation between adjacent pixels (spatial error concealment) [5], [6] or neighboring frames (temporal error concealment) [7], [8] or both (spatiotemporal error concealment) [9], [10].

Partially damaged packets may contain valuable information that can be used to enhance the visual quality of reconstructed videos [11]. The goal of joint source channel decoding (JSCD) [12], [13], [14], [15] and list decoding [16], [17], [18] is to use these corrupted packets to recover the originally sent packet content, rather than assuming that the whole packet is lost. In [12], sequential decoding and soft information provided by the channel decoder is used in predicting the residual coefficients coded with context-adaptive variable-length coding (CA VLC) in the H.264 Extended profile. The additional information, such as packet length in bits and number of macroblocks (MBs) in the slice, is used as the constraint to define a valid packet. A maximum a posteriori-based JSCD approach is employed for the decoding of motion vectors and CA VLC of H.264 in [13] and [14], respectively. In [15], JSCD, combined with soft estimation techniques, was adopted for correcting context-adaptive binary arithmetic coding (CABAC) bitstreams of H.264 sequences under the assumption that each packet carries an entire picture. Generally, in list decoding approaches, multiple candidates of the damaged bitstream are generated by flipping bits in the corrupted received packet. The candidates are then ranked from the most likely to the least likely bitstream, based on the soft information or reliability parameters of each bit. Each candidate is then checked for semantic and syntactic errors. Finally, the winning candidate is the first one that passes the decoder semantic verification. In [16], [17], 300 likeliest candidates are generated based on the soft value of flipped bits. The slice candidate with the smallest sum of soft values is identified as the most probable one. Moreover, in [17], a virtual checking step is proposed to accelerate the semantic verification process of each candidate by considering the information of previous failed candidates.
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Farrugia [18] adopted a list decoding strategy to derive the $M$ most probable paths, with the smallest Hamming distance during the decoding of each symbol, irrespective of their length. The bitstream that meets three constraints related to bitstream length, number of MBs in the slice, and successful syntactic/semantic verification is identified as the likeliest one. However, all these approaches suffer from the major drawback of having a fairly large solution space for candidate packets, leading to a decoding process with extremely high computational complexity. Indeed, a packet containing $N$ bits has $2^N$ possible candidates when any number of errors is considered (or $N$ candidates when a single bit error is considered). This issue alone restricts the use of these approaches in real-time applications. Recently, a significantly less complex list decoding approach has been proposed in [19], [20], [21], where a soft/hard output maximum likelihood decoding (SO/HO-MLD) method is applied at the syntax element level instead of at the whole slice level. The solution space is therefore limited to a set of valid code words for each specific syntax element. Although the method performs well overall, any mistake in the decoding of a syntax element will propagate and reduce the performance.

In this work, we propose a novel list decoding approach which exploits the receiver side user datagram protocol (UDP) checksum to alleviate the large solution space problem of the list decoding approaches. We show that the UDP checksum of corrupted packets exhibits specific patterns. Observing these specific patterns allows us to identify the potential error locations in the bitstream by assuming that there is one erroneous bit in the packet. This information is used to remove non-valid candidate bitstreams at the first step of a list decoding approach. When there is one bit in error in the packet, the checksum verification will eliminate 97% of the non-valid candidates. That way, the proposed approach considerably reduces the number of candidate bitstreams as compared to general list decoding approaches, and accordingly reduces the computational complexity. The experimental results for H.264 reveal the superiority of the proposed approach as compared to other state-of-the-art methods [9], [21]. Finally, a detailed study of multiple bits in error with new experimental results for both H.264 and HEVC is the object of a submitted publication [22].

This paper is organized as follows. A detailed introduction of the UDP checksum is presented in Section II. In Section III, we present how the UDP checksum can be applied in error correction, especially for the case of one bit in error. In Section IV, we explain how the checksum can be employed to reduce the number of candidates in general list decoding approaches. The performance of the proposed checksum-based approach for error correction, compared to other state-of-the-art methods is provided in Section V. Concluding remarks are drawn in Section VI.

II. UDP Checksum Definition

The UDP checksum is a 16-bit field in the UDP header, and is one’s complement of the one’s complement sum of a pseudo
Abelian group [25]. Then \( \hat{W} \) is defined as the inverse element of \( W \), which is obtained by performing a one’s complement operation on element \( W \) (flipping all its bits). The \( i \)-th word and its inverse are respectively defined as:

\[
W_i = \sum_{c=0}^{15} w_{i,c} \times 2^c, \quad \hat{W}_i = \sum_{c=0}^{15} \overline{w}_{i,c} \times 2^c;
\]

where \( w_{i,c} \) represents the inverse of \( w_{i,c} \), i.e. \( \overline{w}_{i,c} = 1 \) when \( w_{i,c} = 0 \), and \( \overline{w}_{i,c} = 0 \) otherwise. Mathematically, \( C_T \) can be expressed as shown in (1):

\[
C_T = \sum_{i=0}^{m-1} W_i = \sum_{i=0}^{m-1} \overline{W}_i = \sum_{i=0}^{m-1} \sum_{c=0}^{15} (w_{i,c} \times 2^c)
\]

(1)

The same process is performed at the receiver side to calculate \( C_R \), except that instead of \( W_{cs} = 0000 \), the value of the received checksum \( (\hat{W}_{cs} = \hat{C}_T) \) is used during the calculation of \( C_R \), as shown in (2):

\[
C_R = \sum_{i=0}^{m-1} \hat{W}_i + \hat{C}_T = \sum_{i=0}^{m-1} \hat{W}_i + C_T
\]

\[
= \sum_{i=0}^{m-1} \hat{W}_i + \sum_{i=0}^{m-1} W_i = \sum_{i=0}^{m-1} (\hat{W}_i + W_i)
\]

(2)

where the received version of \( W \) and \( C_T \) are denoted as \( \hat{W} \) and \( \hat{C}_T \), respectively, and assuming that the 16-bit checksum word is intact (\( \hat{C}_T = C_T \)). The receiver verifies the packet by re-calculating the checksum. It is obvious from (2) that if there is no error, which means \( \hat{W}_i = W_i \), the \( C_R \) value will be zero:

\[
C_R = \sum_{i=0}^{m-1} (\hat{W}_i + W_i) = \sum_{i=0}^{m-1} (W_i + \overline{W}_i) = FFFF = 0000
\]

This is because the value of \( C_T \), which is the inverse of one’s complement sum of all transmitted words, is included in the computation of \( C_R \). Therefore, at the reception side, when it is added to the one’s complement sum of all words, the identity element FFFF is obtained.

The \( C_R \) from (2) can be expanded as:

\[
C_R = \sum_{i=0}^{m-1} \sum_{c=0}^{15} (w_{i,c} + \overline{w}_{i,c}) = \sum_{i=0}^{m-1} \sum_{c=0}^{15} (w_{i,c} + \overline{w}_{i,c}) \times 2^c
\]

(3)

From (3), it follows that when there is no error in column \( c \) of word \( i \) \((w_{i,c} = \overline{w}_{i,c})\), \( \overline{w}_{i,c} + \overline{w}_{i,c} = 1 \). Let us assume that there is only one erroneous bit in the packet. Then, two different bit modification cases should be considered:

1. \( j \rightarrow 0 \) means a bit 1 flipped to 0 in column \( j \) of a word.
2. \( 0 \rightarrow j \) means a bit 0 flipped to 1 in column \( j \) of a word.

If \( j \rightarrow 0 \), where \( w_{i,j} = 1 \) and \( \overline{w}_{i,j} = 0 \), then \( \overline{w}_{i,j} + \overline{w}_{i,j} = 0 \) for column \( j \), and \( w_{i,j} + \overline{w}_{i,j} = 1 \) for the other columns \( c \neq j \). Then, \( C_R \) will have a bit 0 in column \( j \) and 1 for the others. By considering the final one’s complement operation in (3), which flips all the bits, \( C_R \) will have a bit 1 in column \( j \) while the rest of the bits will be 0. Fig. 3 contains an example of this case on the same packet of Fig. 2. A single bit 1 was flipped to 0 in column 26 of the packet, which corresponds to column 10 of the second word (26 modulo 16 equals 10). As can be seen, \( C_R \) has a bit 1 in column 10 and 0 in the others.

For the case of \( 0 \rightarrow j \) \((w_{i,j} = 0 \text{ and } \overline{w}_{i,j} = 1)\), \( \overline{w}_{i,j} + \overline{w}_{i,j} = 0 \) for column \( j \) with an extra carry and \( \overline{w}_{i,j} + w_{i,j} = 1 \) for the other columns \( c \neq j \). That extra carry generated in column \( j \) will affect the value of column \( (j+1) \text{mod} 16 \) and change its value from 1 to 0 and also generate a carry which should be added to the next column \( (j+2) \text{mod} 16 \). This carry propagation will continue and change all the bits 1 to 0 along the way, up to a column with a zero value. Since column \( j \) has a zero value, the carry propagation will finally stop there and change its value from 0 to 1. That means there will be a 1 in column \( j \) of \( C_R \) while the other columns will be 0. Therefore, \( C_R \) will have a 0 in column \( j \) and a 1 for all the other columns.

Fig. 4 summarizes all the \( C_R \) values for these two cases. As can be seen, \( C_R \) values for these two cases are the inverse of each other. Depending on the error column, which can be one of the 16 columns in a word, \( C_R \) can have different values. All
the 16 different values of \( C_R \) in the case of flipping \( 1_j \rightarrow 0_j \) have a similar pattern of fifteen bits 0 and a single bit 1. The column location of the bit 1 in the pattern signals the potential error locations in the words. On the other hand, all the 16 different values of \( C_R \) in the case of flipping \( 0_j \rightarrow 1_j \) have a similar pattern of fifteen bits 1 and a single bit 0. In this case, the column location of the bit 0 in the pattern indicates the potential error locations in the words.

![Fig. 3. UDP checksum validation procedure example at the reception side on a received packet data having one bit error at bit 26.](image)

When there is a single error in the payload of a packet, the calculated \( C_R \) at the receiver side will have one of the patterns of Fig. 4. The error column is indicated by the location of the bit which is different from the others in \( C_R \) value. Furthermore, different patterns of \( C_R \) when \( 1_j \rightarrow 0_j \) (fifteen bits 0) and when \( 0_j \rightarrow 1_j \) (fifteen bits 1), indicate if a bit 1 or a bit 0 was flipped in column \( j \), thereby further reducing the number of candidate error locations in the packet.

Let us revisit the example of Fig. 3. The non-zero value of \( C_R \) demonstrates that the received packet is corrupted. In addition, the location of bit 1 in the \( C_R \) pattern, column 10, signals that the potential error locations are the 10th bit of each of the words in the packet. So, in this example, the 10th bit and the 26th bit of the packet are the two potential error locations. Moreover, the observed pattern of \( C_R \) (fifteen bits 0 and a single bit 1) indicates that a bit 1 was flipped to 0. Then, all the potential error locations having a bit value of 0 will constitute the final set of potential error locations. In this case, only the 26th bit of the packet has a value of 0, and it is the final error location (in large packets, the list of candidates usually contains more elements).

### IV. Reduction of Candidate List

Using the checksum value in the error correction process provides a notable reduction in the number of candidates to be considered in list decoding approaches. The receiver side’s checksum value helps determine the potential error column in the words as well as the type of the flipped bits (a bit 0 changed to 1 or a bit 1 changed to 0). The total number of candidates depends on the packet size (or the number of words in the packet) and on the number of errors.

Generally, in list decoding approaches, for a packet containing \( N \) bits, there are \( N \) possible candidate bitstreams for the case of one bit in error, whereas the proposed checksum validation process will reduce it to only \( N/32 \) candidates. This is because the \( C_R \) value provides extra information about the error column in the words and the type of flipped bit. Since the packet is divided into words of 16 bits, there are \( N/16 \) bits in each column and, assuming that half of the bits in each column are zeros and half of them are ones, the total number of candidates will then be \( N/32 \). This means that in case of one bit in error, there is about a 97% reduction in the number of candidate bitstream, and only about 3% of the candidate bitstreams should be considered, as compared to other list decoding approaches. Table I presents the average number of candidates for different packet lengths in the case of one bit in error by using the proposed checksum verification.

### V. Simulation Results

To evaluate the gains provided by the proposed checksum validation process in list decoding, we coded the first 60 frames of an NTSC (720 × 480) sequence (Opening-ceremony), a 4CIF (704 × 576) sequence (Crew), a CIF (352 × 288) sequence (Foreman), and a PAL (720 × 576) sequence (Walk), using the H.264 Baseline profile of the Joint Model (JM) software, version 18.5 [26]. The sequences are coded in IPPP... format (Intra refresh rate of 30 frames) at a frame rate of 30 Hz. Each slice contains a single row of MBs, which are encapsulated into real-time transport protocol (RTP) packets. All the sequences are encoded with different quantization.
For each QP, a single frame (between frames 31 and 60) is randomly selected for error. Then, we apply a uniform error distribution on the bits of each packet with a channel residual bit error rate (\(\rho\)) value varying between approximately \(10^{-7}\) for small QPs to \(10^{-6}\) for large QPs to obtain one bit in error. These residual bit error rates are much higher than those observed in some broadcasting systems, such as DVB-H and DVB-SH-A, in recommended operational conditions [27]. Moreover, for this range of bit error rates, having more than one bit in error is extremely infrequent. To simplify the simulations, we just consider the errors in the payload part. Also, the UDP checksum is only calculated on the UDP payload, which is an RTP packet. In our transmission simulations, the corrupted slices are identified prior to their decoding by verifying the checksum. The simulation is repeated 100 times at each QP, to ensure that the location of the erroneous bits did not bias our conclusions. Four different approaches are then used to handle the corrupted sequences: (i) frame copy (FC) concealment by JM, (ii) a state-of-the-art concealment approach using the spatiotemporal boundary matching algorithm (STBMA) [9], (iii) error correction using HO-MLD [21], and (iv) the proposed approach. The first 30 frames are kept intact to allow the HO-MLD approach to gather video statistics.

Like all other list decoding approaches, the generated candidate bitstreams should go through additional constraints. First, all the candidate bitstreams should be checked for syntax or semantic errors. We perform this by decoding each candidate bitstream to see whether or not it is decodable. Secondly, we check whether or not the number of MBs in the decoded bitstream is valid [17], [18]. Since we coded the sequence with one row of MBs in each slice, we already know about the second condition. Moreover, the number of MBs in the slice can be deduced from the information within other slices (for instance, the first MB in slice syntax element in H.264 coded sequence). The first bitstream that satisfies these two mentioned constraints is considered as the best candidate.

For performance evaluation, we calculated the peak signal-to-noise ratio (PSNR) of the corrupted frames after reconstruction, using various approaches in order to compare their objective video quality. The structural similarity index measurement (SSIM) [28] was also evaluated as it is well known that SSIM is better correlated to human visual judgment than PSNR. Table II refers to the average PSNR values for different error handling approaches on H.264 sequences. The last column in the table shows the percentage of packets that were fully corrected by the proposed approach.

![Fig. 5. Average PSNR for Crew sequence at QP=27 on different frames.](image)

Fig. 5 presents the average PSNR value for the Crew sequence at QP=27 on different frames. Each point on the figure has an average PSNR of 100 random errors. We can clearly see that the average PSNR of the proposed approach (no matter which frame was hit by an error) is the closest PSNR value to the intact one. The results show that a significantly higher PSNR is obtained with the proposed method.

As mentioned earlier, the decoding process ends by selecting the first candidate bitstream that satisfies the two parameters (QPs), namely, 22, 27, 32, and 37. For each QP, the simulation was repeated 100 times for each sequence for different QP values. The results indicate that the proposed approach outperforms JM-FC, STBMA and HO-MLD in all cases. On average, the proposed approach brings about a 2.78 dB gain over JM-FC, a 1.31 dB gain over STBMA, and a 1.51 dB gain over HO-MLD approaches. Furthermore, over all QPs, the proposed approach was able to correct the bitstream 80% of the time, while for HO-MLD, it was achieved only 6% of the time.

**Table II**

<table>
<thead>
<tr>
<th>Sequence</th>
<th>QP</th>
<th>Avg. PSNR of reconstructed frames</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Intact</td>
</tr>
<tr>
<td>Crew (704×576)</td>
<td>22</td>
<td>41.76</td>
</tr>
<tr>
<td></td>
<td>27</td>
<td>38.52</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>35.7</td>
</tr>
<tr>
<td></td>
<td>37</td>
<td>32.99</td>
</tr>
<tr>
<td>Foreman (352×288)</td>
<td>22</td>
<td>41.34</td>
</tr>
<tr>
<td></td>
<td>27</td>
<td>37.83</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>34.68</td>
</tr>
<tr>
<td></td>
<td>37</td>
<td>31.96</td>
</tr>
<tr>
<td>Opening ceremony (720×480)</td>
<td>22</td>
<td>39.32</td>
</tr>
<tr>
<td></td>
<td>27</td>
<td>35.39</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>31.39</td>
</tr>
<tr>
<td></td>
<td>37</td>
<td>27.76</td>
</tr>
<tr>
<td>Walk (720×576)</td>
<td>22</td>
<td>43.29</td>
</tr>
<tr>
<td></td>
<td>27</td>
<td>39.33</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>35.56</td>
</tr>
<tr>
<td></td>
<td>37</td>
<td>31.91</td>
</tr>
</tbody>
</table>

Average gain over JM-FC: 0 +1.47 +1.27 +2.78 79%
This paper proposes a new method that exploits the receiver side UDP checksum information to dramatically reduce the number of candidates that need to be considered by list decoding. For one bit in error, the method allows the removal of 97% of the candidates, as compared to existing list decoding approaches. Filtering of the candidates such as the one proposed, dramatically reduces the complexity of the list decoding approach. This approach can be applied to other list decoding methods to reduce the generated candidate list. Our simulation results revealed that the proposed method can perfectly repair the majority of damaged H.264 packets and provide, on average, a 2.78 dB gain over FC concealment using JM.

VI. CONCLUSION

In this paper, we proposed a new method that exploits the receiver side UDP checksum information to dramatically reduce the number of candidates that need to be considered by list decoding. For one bit in error, the method allows the removal of 97% of the candidates, as compared to existing list decoding approaches. Filtering of the candidates such as the one proposed, dramatically reduces the complexity of the list decoding approach. This approach can be applied to other list decoding methods to reduce the generated candidate list. Our simulation results revealed that the proposed method can perfectly repair the majority of damaged H.264 packets and provide, on average, a 2.78 dB gain over FC concealment using JM. The proposed approach can also be applied on HEVC coded sequences, and it can be extended to the case of more than one bit in error.
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