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Sustainable distributed permutation flow shop scheduling model 

based on a triple bottom line concept 

Abstract 

Based on a triple bottom line concept, sustainable development is characterized by the 

simultaneous pursuit of economic, environmental and social goals. The implementation of this 

concept in production scheduling can result in the resolution of a sustainable Distributed 

Permutation Flow Shop Scheduling Problem (DPFSP). The present study conceptually shifts an 

energy-efficient DPFSP to a sustainable DPFSP, simultaneously contributing to economic, 

environmental and social improvements. The study aims not only to minimize the total energy 

consumption related to production, but also, to maximize, for the first time, the social factors 

linked to job opportunities and lost working days. Different production centers and technologies 

are considered as new suppositions to establish a sustainable DPFSP. In this regard, a novel 

multi-objective mixed integer linear model is developed. To manage the high complexity of the 

proposed model, a novel multi-objective learning-based heuristic is established, as an extension 

of the Social Engineering Optimizer (SEO). The applicability of the proposed model is 

determined in the context of the wood industry in Canada. Several simulated tests are considered 

to verify the model. The proposed heuristic is compared with one of the other well-known, recent 

and state-of-the art methods. In order to guarantee a fair comparison, the Taguchi method is used 

to tune the parameters of the algorithms. Finally, sensitivity analyses are done to assess the 

efficiency of the proposed model.  

Keywords: Triple bottom line approach, production scheduling, distributed permutation flow 

shop scheduling problem, learning-based heuristic, social engineering optimizer.  
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With sustainable development and social responsibility trending as a means of tackling 

environmental deterioration and other economic issues, the Triple Bottom Line (TBL) approach 

has become an active research topic in the supply chain, logistics and production management 

fields [1]. A sustainable production system is academically defined as a production system that 

takes economic, environmental and social factors into account [2]. Merging the concept of TBL 

with production systems opens up several new avenues for researches in terms of developing 

optimization models and algorithms for production planning [3-5]. In this context, the present 

work aims to find a way to model a sustainable production system for a wood processing 

company in Canada.  

According to the government of Canada
1
, production by the wood industry contributed a 

total of $19.8 billion to the country’s GDP in 2013
2
. Hence, Canada has the largest market share 

of the wood industry in the world. However, based on the sustainable development paradigm and 

the TBL criteria, the Canadian wood industry’s production systems must be redesigned to 

holistically include economic, environmental and social factors.  

Many companies operating in the Canadian wood industry usually focus on economic 

performance, while ignoring social and environmental issues. Environmental sustainability is 

crucial as reports
1
 indicate that in Canada, this industry is responsible for half of all carbon 

emissions. Machines in production centers use non-renewable energy, which represents a 

challenge in terms of meeting cleaner production goals. 

Human life quality and social sustainability are intricately linked [1]. Indeed, in the 

literature, job opportunities and lost working days are two of the main factors that must be 

considered in order to achieve social sustainability meeting the guidelines of ISO 26000 [1, 6]. 

Each machine that uses a specific technology needs operators to run it. When the technology 

underlying such machines is updated, production systems are faced with lost work days, as the 

days are dedicated to teaching and updating operators’ knowledge on this new technology. To 

address these issues, this study formulates an advanced multi-objective optimization model as a 

sustainable Distributed Permutation Flow Shop Scheduling Problem (DPFSP).  

The literature on the DPFSP is very rich, and provides many optimization models and 

algorithms [4-5]. Obviously, the solution complexity of the DPFSP is very high, and is classified 

as NP-hard. Therefore, many heuristics have been developed to deal with this [7-12]. The multi-

objective optimization model proposed in the present work is even more complex than what is 

seen in most current studies [12-14], as it integrates social and environmental factors to the 

DPFSP, as well as economic factors such as the makespan and the total cost. Real-life constraints 

of the industry such as multiple production centers and technology selection are also included. 

To the best of our knowledge, no existing optimization algorithm is suitable for solving our 

complex model due to the theory of no free lunch [15]. Based on this challenge, this study 

innovates a new single solution heuristic as a variation of the Social Engineering Optimizer 

(SEO) [16], using local search heuristics and a learning-based operator.  

All in all, the present study makes the following contributions to the literature:  

                                                           
1
 https://www.nrcan.gc.ca/home 

2
 Gross Domestic Product (GDP) 
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 A sustainable DPFSP based on the TBL concept is formulated as a new multi-

objective mixed integer linear programming model;  

 A novel learning-based SEO is heuristically introduced for solving the proposed 

problem;  

 An industrial example of the wood industry in Canada is proposed to show the 

applicability of the simulation results.  

The rest of the paper is broken down as follows: Section 2 evaluates recent and relevant 

studies in the area of DPFSP, with an identification of research gaps. Section 3 defines the 

sustainable DPFSP and establishes the formulation of this problem. Section 4 develops the 

solution representation of the optimization model, our new heuristic procedures and the proposed 

learning-based SEO. Section 5 introduces the industrial example of our model and provides 

simulation tests allowing an extensive analysis of the model and solutions developed. Section 6 

presents the conclusion and recommendations for managers of production systems. It then goes 

on to present our results and, present future research directions.  

 
2. Literature review 

The DPFSP is a type of distributed production system in which production tasks are first 

assigned to different production centers, following which the system scheduling is planned and 

executed [7-8]. The DPFSP is academically an extension of the Permutation Flow Shop 

Scheduling Problem (PFSP), in which tasks are assigned among multiple production centers [9]. 

However, the general flow shop scheduling model schedules tasks only for one center [10]. 

Although many studies have applied the DPFSP to many industrial applications, such as 

automobile production and petrochemicals, most related studies have only looked at economic 

factors such as the makespan and tardiness, while ignoring sustainability criteria including 

energy-consumption and social benefits.  

This section comprises a review of the most relevant works that have dealt with the DPFSP 

during the last decade. In 2010, Naderi and Ruiz [17] were the first to study the DPFSP. They 

solved a Mixed Integer Linear Programming (MILP) model with a view to reducing the 

makespan, using two heuristics for the assignment of designed production centers. Then, in 

2011, Gao and Chen [18] proposed a Genetic Algorithm with Local Search Strategies (GALS) to 

address the DPFSP, taking the makespan into account. In 2013, Lin et al. [19] studied the DPFSP 

using a modified iterated greedy search algorithm. Similarly, in 2014, Naderi and Ruiz [20] 

developed a novel scatter search heuristic for this problem and compared its efficiency to that of 

other existing methods. In 2017, Bargaoui et al. [21] applied an optimization algorithm inspired 

by chemical reactions to address the DPFSP with the makespan criterion.  

Two economic factors used in the literature are the makespan criterion which computes the 

maximum time of completion between all production centers, and the total flow-time criterion, 

which is the summation of the completion time for all these centers. In 2018, consideration of the 

total flow time criterion as an objective function was first proposed by Fernandez-Viagas et al. 

[22]. Then, in 2019, Pan et al. [23] solved the DPFSP with heuristic-based local search 
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algorithms. In the same year, Ruiz et al. [24] proposed simplified iterated greedy heuristics to 

solve the DPFSP, while Meng et al. [25] developed the DPFSP to reduce the makespan under 

customer order constraints by the use of evolutionary and swarm-based optimization algorithms.  

Consideration of environmental sustainability along with economic factors has recently 

appeared in the literature. In [26], Wang and Wang proposed, for the first time, an energy-

efficient DPFSP to optimize the makespan and energy consumption simultaneously. Fu et al. 

[27] solved a stochastic energy-efficient DPFSP by a brain storm optimization heuristic. Wang et 

al. [8] developed a multi-objective whale optimization algorithm to solve the energy-efficient 

DPFSP. Last, but not least, Lu et al. [2] proposed the concept of a sustainable DPFSP, taking into 

consideration the energy consumption and a penalty coefficient for the process time. They 

defined this penalty function as a negative social factor. However, it does not meet the social 

sustainability criterion under the TBL and ISO 26000 [1]. They solved the problem using a 

multi-objective memetic optimization algorithm. It goes without saying that there are several 

other variants of the DPFSP [28-29], including for instance, the blocking DPFSP [4], preventive 

maintenance [9] and the no-wait DPFSP [10].  

Table 1. Summary of the literature review for DPFSP studies 

Paper  Year   
Sustainability factors Solution algorithm 

Economic Environmental Social  
Naderi and Ruiz 

[17] 
2010  - - Heuristics 

Gao and Chen [18] 2011  - - GALS 

Lin et al. [19] 3102  - - 
Modified iterated 

greedy search 

Naderi and Ruiz 

[20] 
2014  - - Scatter search 

Xu et al. [28] 2014  - - 
Hybrid immune 

algorithm 

Bargaoui et al. [21] 2017  - - 
Chemical reaction 

algorithm 

Fernandez-Viagas et 

al. [22] 
2018  - - Evolutionary search  

Wang and Wang 

[26] 
2018   - 

Knowledge-based 

cooperative 

algorithm 

Pan et al. [23] 2019  - - Local search heuristic 

Ruiz et al. [24] 2019  - - 
Simplified iterated 

greedy search  

Meng et al. [25] 2019  - - 

Swarm-based 

evolutionary 

algorithm 

Fu et al. [27] 2019   - 
Brain storm 

optimization 

Wang et al. [8] 2020   - 
Whale swarm 

algorithm 

Lu et al. [2] 2020    

Memetic 

optimization 

algorithm 

Jing et al. [29] 2021  - - 
Local search-based 

metaheuristics 

Huang and Gu [30] 2021  - - 

Biogeography-based 

optimization 

algorithm 

This study 2021    Learning-based SEO 
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with local search 

 

Table 1 presents a summary of the literature review and collects all the DPFSPs related to 

sustainability factors, including economic, environmental and social factors, as well as the 

solution algorithm. From this table, the following research gaps can be identified:  

 Only one study [2] has considered the triple bottom line concept in modeling a 

sustainable DPFSP. However, the job opportunity and lost working days were not 

considered.  

 No study has applied an SEO or any version of this algorithm to the area of DPFSP.  

In terms of research gaps, only one study [2] considered social factors using a penalty 

coefficient associated with the task process times. However, as can be seen in the ISO 2600 

guidelines respecting social responsibility in the production and supply chain systems to improve 

humans’ life quality [35], job opportunities and lost working days are two of the main factors 

that must be considered in order to achieve social sustainability. In this regard, a novel multi-

objective MILP is developed to minimize the makespan and energy consumption while 

maximizing social benefits. To get our DPFSP closer to real production systems such as those in 

the Canadian wood industry, the proposed problem assumes that centers are non-identical as they 

handle different forest products. This problem also considers different technologies for machines 

which have a high impact on environmental and social factors. New technologies can increase 

the speed of operation of tasks, but at the cost of increasing the energy consumed and creating 

fewer job opportunities for workers in comparison to traditional production systems. To the best 

of the authors’ knowledge, no similar study has considered these items simultaneously in order 

to establish a sustainable DPFSP. Another novelty of this paper is the development of a new 

optimizer for solving our mathematical model. This study proposes a new SEO version [16] 

created with the help of learning-based operators and local search-based heuristics to solve our 

multi-objective optimization problem. The proposed algorithm is able to generate higher-

efficient Pareto-based solutions than what are obtained with the general version of SEO and 

other state-of-the art methods in the literature.  

3. Proposed problem  

This section starts by defining the notations used for the mathematical modeling of the 

proposed sustainable DPFSP as follows:  

Indices:  

f Index of production centers,   {       } 
m Index of machines in each center,   {       } 
n Index of tasks,   {       } 
t Index of production technologies,   {       } 
i Index of task positions in a schedule,   {       } 

Parameters: 

B Maximum budget for the establishment of machines and technologies with the salary of workers for 

all the production centers  

      Cost for the implementation of machine m with technology t in the production center f 

      Job opportunities created by the use of machine m with technology t in the production center f 
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      Salary of operators working on machine m with technology t per unit of time in the production center 

f 

      Lost days due to the use of machine m with technology t in the production center f 

   Maximum allowable ratio of broken products in all the production centers  

      Ratio of broken products when machine m and technology t are used in the production center f 

      Operation of task n on machine m with technology t in the production center f 

      Process time of operation       

       Idle energy consumption of machine m with technology t per unit of time in the production center f 

       Useful energy consumption of machine m with technology t per unit of time in the production center 

f 

      Energy consumption due to implementing machine m with technology t per unit of time in the 

production center f 

   Weight of job opportunities  

   Weight of lost working days  

Decision variables: 

   Number of tasks assigned to the production center f 

     If the machine m is using the technology t in the production center f, 1; otherwise, 0 

       Starting time of the task at position i on machine m using technology t in the production center f 

       If the task n is set at position i on machine m with the use of technology t in the production center f, 

1; otherwise, 0 

      Idle time of the operation of task n on machine m with technology t in the production center f ( 

       

      Completion time of a task at position i on machine m with technology t in the production center f 

    Time for completing tasks in the production center f 

     Maximal completion time for all the production centers 

 

From the description of the proposed problem, there are N tasks distributed across F non-

identical production centers. Each center has M different machines with T technologies and 

follows a PFSP conceptually. For each task, there are O operations. These operations are handled 

one by one for the assigned production center. All the production centers are able to perform all 

the tasks. When the scheduling starts, all the machines and centers are available. After a task is 

assigned to a production center, the task must be processed at that center, and cannot be 

transferred to another one. No interruption is allowed in the proposed production system. The 

process time (     ) for the operation (     ) of the tasks is different based on the production 

centers, machines and technologies. For each machine, there are some technologies which 

change the speed of the operations, the energy consumption and the social factors linked to job 

opportunities for operators, and work days lost while learning this technology and updating the 

workers’ knowledge. Next, the criteria of TBL used in the definition of our problem, i.e., 

economic sustainability, environmental sustainability and social sustainability, are illustrated 

followed by our proposed mathematical model.  

 

3.1.Economic sustainability  

In most production scheduling models, the makespan (    ) is the only economic criterion 

[13-14, 24-25, 28-30]. This criterion reflects the benefit of a production system or its economic 

value. The present study is not limited to the achievement of economic sustainability. It 

considers not only the makespan, but also the worker salaries and the production rates of 
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technologies used. Let us assume that a company supports the total cost of a production system 

and has a maximum budget (B). This company must consider the costs of purchasing machines 

with new technologies (     ). Workers’ salaries also vary with the production centers, the 

machines and the technologies (     ). Only one production technology must be implemented 

on each machine. Wastes are different for each technology (     ), and with regards to the 

concept of economic sustainability, the maximum allowable wastes must be met by these 

machines and technologies (  ).  

 

3.2.Environmental sustainability  

Environmental pollution in production operations is certainly the main culprit in the context 

of global warming and climate change in developed countries like Canada. To control 

environmental pollution in production systems and supply chains [31-33], the International 

Organization for Standardization (ISO) proposed the ISO 14000 standard for environmental 

sustainability management [34]. Having cleaner production is particularly a concern in the 

lumber industry, considered to be the leader of environmental pollution in Canada. Compared to 

traditional technologies which are generally based on the use of non-renewable energies, new 

production technologies consume fewer non-renewable energy resources. In this regard, recent 

studies proposed the energy-efficient DPFSP as a solution for this challenge [26-27]. To achieve 

environmental sustainability, this study not only considers the energy consumption of working 

time (      ) and idle time (      ), but also the energy consumption related to the 

implementation of the technology of turning the machines on and off (     ).  

 

3.3.Social sustainability 

Social sustainability involves many factors linked to the work environment, healthcare and 

social development. In the ISO 26000 standard used by governments and business networks to 

achieve social responsibility [35], there is a guideline, the SA8000, that considers the job 

opportunities and lost days for injuries of workers [36]. It should be noted that social 

sustainability is not limited to only these two factors as consumer risk and local business 

development are two common criteria used in relevant works [37-38].   

For the first time in the area of DPFSP, the number of operators working on a machine using 

a particular technology in a production center is considered explicitly (     ). The number of 

work days lost due to the implementation of a new production technology on a machine (     ) 

is considered as another social factor. The lost working days represent in fact the time needed to 

teach operators this new technology. These social factors are weighted (WJ and WL) in the third 

objective function which aims to achieve social sustainability.  

 

3.4.Mathematical model  
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Generally, the proposed sustainable DPFSP aims to find, for each production center, the 

optimal number of tasks allocated (  ), the time needed to complete the tasks (   ), the optimal 

allocation of technologies to machines (    ), the optimal sequence of tasks (      ) and other 

optimal values of the decision variables defined earlier. The proposed mathematical model is 

described as follows:  

      
        

       (1) 

      
             

 ∑ ∑∑            

 

   

 

   

 

   

 ∑ ∑∑ ∑∑ 

 

   

 

   

                    

 

   

 

   

 

   

 ∑ ∑∑∑ 

 

   

            

 

   

 

   

 

   

  

(2) 

      
      

    ∑ ∑∑            

 

   

 

   

 

   

    ∑ ∑∑            

 

   

 

   

 

   

  (3) 

s.t.  

∑ ∑∑            

 

   

 

   

 

   

        ∑ ∑∑              

 

   

 

   

 

   

 (4) 

∑ ∑∑               

 

   

 

   

 

   

 (5) 

∑∑      

 

   

               

 

   

 (6) 

∑ ∑      

 

   

       

 

   

         (7) 

∑∑ ∑ ∑ 

 

   

 

   

       

 

   

        

 

   

 (8) 

∑∑      

 

   

                  

 

   

 (9) 

∑    

 

   

            (10) 

∑      

 

   

 (∑ ∑ ∑∑     

 

   

 

   

 

   

 

   

)                    (11) 

             ∑       

 

   

                         (12) 

                 ∑       

 

   

                         (13) 

                ∑       

 

   

                         (14) 

      ∑ 

 

   

                                                (15) 



10 

 

    ∑ ∑ ∑     

 

   

 

   

 

   

      (16) 

              (17) 

                                 (18) 

            {   } (19) 

 

Equations (1) to (3) represent the objective functions which are limited by constraints (4) to 

(19). The optimal solution is found by minimizing the makespan (Equation (1)) and the energy 

consumption (Equation (2)) while maximizing the social benefits (Equation (3)). The energy 

consumption includes the energy required to implement a technology in a machine, the energy 

used to process a task on a machine and the energy consumed by a machine during an idle period 

of time when a task is pending. The social benefits include two terms, job opportunities and lost 

working days.  

The constraint set (4) concerns the maximum budget available to cover the salary of the 

operators and the cost associated with the implementation of technologies on the machines. The 

maximum ratio of broken products or waste authorized in all production centers is considered in 

the set of constraints (5). Constraints (6) and (7) show that each task must have a unique 

schedule.  The constraint set (8) guarantees that the required number of tasks is assigned in each 

production center. The constraint set (9) shows the relationship between the allocation of tasks to 

production centers and the technology selection for machines. The constraint set (10) ensures 

that each machine is assigned to one technology. The constraint set (11) relates the start time of 

tasks to the total operating time of all machines in all production centers. The constraint set (12) 

shows that the full time of a task is defined by its start and processing times. Constraints (13) and 

(14) show the relationship between machine schedules and tasks in a sequence. Constraint (15) 

computes the idle time of the machines. The constraint set (16) limits the maximum time allowed 

to complete all tasks in a production center while the constraint set (17) ensures that the 

makespan of all production centers is less than or equal to the maximum allowable execution 

time. Finally, the constraints (18) and (19) define the feasible set of values of the decision 

variables in the model.  

3.5.Numerical example  

In order to show that the proposed optimization model has a feasible solution and to 

numerically illustrate the proposed sustainable DPFSP, an example with 4 tasks (J1, J2, J3 and 

J4), 2 production centers (F1 and F2), 2 machines (M1 and M2) and 2 technologies (T1 and T2), is 

provided. Table 2 provides the data used for task processing time, cost of machines, job 

opportunities, lost days, operators salaries, idle and utile energy consumption rate, and energy 

consumption for switching machines on and off. The maximum budget of the company is set to 

0.5 million dollar and the maximum allowable number of broken products is set to 30 percent in 

this example. Finally, the weights for social factors, including job opportunities and lost working 

days, are set at 0.9 and 0.1 respectively.  

Table 2. Processing time of tasks and other parameters values 

Tasks Unit Production center F1 Production center F2 
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Machine M1 Machine M2 Machine M1 Machine M2 

T1 T2 T1 T2 T1 T2 T1 T2 

J1 Hour   4 5 6 5 3 4 6 6 

J2 Hour  3 6 4 4 4 6 3 4 

J3 Hour   5 4 2 2 6 5 2 3 

J4 Hour   2 3 4 6 3 4 5 4 
Implementation cost 

(     ) 
$ 12×10

4 
15×10

4
 13×10

4
 9×10

4
 12×10

4 
14×10

4
 11×10

4
 12×10

4
 

Job opportunities (     ) Person 2 3 4 2 4 6 3 5 
Salary of operators (     ) $ 10 8 12 10 10 9 12 8 

Lost days (     ) Days 14 10 21 14 10 14 12 8 
Ratio of broken products 

(     ) 
Scalar 0.08 0.02 0.05 0.09 0.05 0.07 0.06 0.07 

Idle energy consumption rate 

(      ) 

BTU 

per 

hour 

(*
3
) 

8.98×10
5
 9.8×10

5
 10.2×10

5
 8.75×10

5
 8.75×10

5
 8.55×10

5
 8.25×10

5
 8.6×10

5
 

Utile energy consumption rate 

(      ) 

BTU 

per 

hour 
5.36×10

5
 5.4×10

5
 6.4×10

5
 5.2×10

5
 4.6×10

5
 3.6×10

5
 5.1×10

5
 5.5×10

5
 

Energy consumption for 

implementation (     )  
BTU 30.2×10

5
 28.4×10

5
 26.2×10

5
 25.4×10

5
 27.2×10

5
 26.8×10

5
 24.8×10

5
 26.2×10

5
 

 

This numerical example has an optimal solution confirming the feasibility of the proposed 

optimization model. This solution allocates the first technology (T1) to the first machine (M1) in 

the first production center (F1). In the same center, the second technology (T2) is assigned to the 

second machine (M2). In the second production center (F2), the first technology is selected to be 

used for both machines. Therefore, the decision variables are                       

while the others are zero.   

                                                           
3
 British Thermal Unit (BTU), note that 10

15
 BTU equals to 1055×10

18
 joules 
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Figure 1. Presentation of the optimal solution 

 

The permutation of the tasks [J1, J2, J3, J4] of the optimal solution is shown in Figure 1. The 

tasks J1 and J3 are assigned to the first production center, while the tasks J2 and J4 are assigned to 

the second production center. The completion times are 11 and 12 hours respectively in the first 

and second centers. Based on these outputs, the makespan is 12 hours, the total energy 

consumption is 33 324 000 BTUs and finally the social criteria value is 4.9.  

 

 

 

4. Proposed algorithm   

As mentioned earlier, the classical version of the DPFSP is NP-hard. The proposed DPFSP 

which includes three conflicting objectives and real-life constraints such as, for example, the 

maximal budget, is more complex than most of the existing studies. To tackle this optimization 

model, this study develops a new heuristic that is an extension of the recently proposed SEO 

approach [16], includes learning-based operators and local search-based techniques and is able to 

solve multi-objective problems.  

The SEO algorithm was chosen as the base method because of its high computational time 

efficiency in solving NP-hard problems such as routing optimization [33] and truck scheduling 

problems [39]. Furthermore, although many recently developed optimizers such as the immune 

[28], chemical reaction [21], whale swarm [8], and brain storm [27] algorithms have been 

studied in the field of DPFSP, to the best of our knowledge, no study has applied SEO so far in 

this area. 

Production center F1 

Production center F2 

M
ac

h
in

es
 

M
ac

h
in

es
 

Complete time  

Complete time  
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The flowchart shown in Figure 2 presents the general framework of the original SEO 

algorithm. 

  

 
Figure 2. Flowchart of the original SEO algorithm 

 

Based on social engineering rules, the approach starts with two initial solutions determined 

randomly (step 2). The dominant solution, or, in other words, the solution with the best values in 

Start 

1-Select the data set and tune parameters of the model 

parameters  

2-Create 2 random solutions, a defender and an attacker 

3-Compute objective values and decision variables of these 

solutions using random-key method 

4-Train the defender  

5-Update the defender  

12-The end 

8-Is the attack ended?  

11-Sort all the attackers and select the non-dominated solutions   

6-Spot an attack  

No 

7-Update both defender and attacker  

9-Create a random defender and update the attacker  

10-Is the maximum number 

of iterations reached?   

No 
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at least two objectives, is selected as the attacker while the other solution is set as the defender.  

To train the defender (step 4), the attacker copies a percentage of the defender. If this newly 

trained defender is dominant, the last defender is updated with this new one (step 5). Then, the 

social engineering attacks start (step 6): new attackers and defenders are generated and compared 

to the previous ones. If a new defender is able to dominate the attacker, their positions are 

swapped (step7). Finally, the best solution is saved as the attacker and sent to the list of Pareto 

solutions while a new random solution replaces the defender (step 9). Once the maximum 

number of iterations has been reached (step 10), the list of Pareto solutions is sorted and the non-

dominated solutions are found (step 11).  

The main difference of the proposed algorithm with the original multi-objective SEO is in 

steps 4 and 6 where a learning-based operator and a local search technique are developed to 

improve the performance of SEO.  

 

4.1.Encoding and decoding schemes 

Encoding and decoding schemes are vital to heuristically solve a mathematical model 

comprising different optimization objectives and constraints [40-41]. While the encoding is 

performed by the SEO-based algorithm (step 2), the random key method [42] is used as the 

decoding scheme applied in steps 3, 5 and 7.  

In the proposed DPFSP, the decoding scheme is used for three purposes: (i) the selection of 

production technology for each machine; (ii) the allocation of tasks for each production center 

and, (iii) the scheduling of tasks on the machines of each center. The pseudo-code provided in 

Figure 3 shows how the technology is selected for a machine under budget and waste ratio 

constraints. The matrix received from the main algorithm contains input variables whose values 

vary between zero and one. The random key method selects the minimum array within this 

matrix that meets the constraints on budget, waste and technology selection (respectively 

constraints (4), (5) and (10)). If there is no minimum array meeting the 3 constraints, the 

technology with the lowest cost (constraint 4) or the lowest waste ratio (constraint 5), is selected.   

 

X; %Input received from the main algorithm  

model(); %Input data function 

M=model.M; %Number of machines  
F=model.F;    %Number of production centers  

T=model.T;   %Number of technologies  

JOmtf=model.JOmtf;   %Job opportunities  
CJmtf=model.CJmtf;    %Salary of operators   

RWmtf=model.RWmtf;  %Ratio of broken products  

COmtf=model.COmtf;    %Cost of implementation  
B=model.B;       %Budget  

MW=model.MW;  %Maximum broken products  ratio 

%% Loop for the technology selection  

Ymtf=zeros(M,T,F);    %Decision variables? for technology selection  

BB=0;     %Counter  
MWW=0;    %Counter  

XX=X;   %Selection from all the variables  

m=1;           %Counter  
f=1;            %Counter  

while BB<=B && MWW<=MW && m<=M && f<=F 

                 [a, b]=min(XX(:,m));  
                 Ymtf(m,b,f)=1;  

                 BB=BB+Ymtf(m,b,f)*CJmtf(m,b,f)*JOmtf(m,b,f)+ COmtf(m,b,f)*Ymtf(m,b,f);  
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                 MWW=MWW+Ymtf(m,b,f)*RWmtf(m,b,f); 

                 m=m+1; 
                 f=f+1;  

end 

for  m=1:M 
       for f=1:F 

            if   BB<=B && sum(Ymtf(m,:,f))==0 

                 [a, b]=min(COmtf(m,:,f)); 
                 Ymtf(m,b,f)=1;  

                  BB=BB+Ymtf(m,b,f)*CJmtf(m,b,f)*JOmtf(m,b,f)+ COmtf(m,b,f)*Ymtf(m,b,f);  

            end 

            if   MWW<=MW && sum(Ymtf(m,:,f))==0 

                 [a, b]=min(COmtf(m,:,f)); 

                 Ymtf(m,b,f)=1;  
                  MWW=MWW+Ymtf(m,b,f)*RWmtf(m,b,f); 

            end 

     end 

end 

Ymtf; 

Figure 3. Pseudo-code describing the allocation of a technology to each machine 

 

Arrays generated by the random-key algorithm that contain values between zero and one are 

sorted to provide the sequence of tasks. The assignment of tasks to production centers and 

machines is then carried out according to the feasibility of the sequence of tasks with regard to 

the selected technology. Figure 4 shows the pseudo-code of these last two decoding phases.  

 

Y;         %Input taken from the main algorithm  
model(); %Input data function 

M=model.M; %Number of machines  

F=model.F;    %Number of production centers  
T=model.T;   %Number of technologies  

Ymtf;    %Decision variable for technology selection  

N=model.n;    %Number of tasks 
Pnmtf=model.Pnmtf;   %Process time  

%% Loop for the task scheduling  

Xnimtf=zeros(N, N, M,T,F);    %Decision variables for scheduling  
Cimtf=zeros(N,M,T,F);              %Complete time for each position   

[a, b]=sort(Y); 

for  m=1:M 
       for f=1:F 

            for t=1:T 

                  if Ymtf(m,t,f)==1 
                      for n=1:N 

                          bb=b(n) 

                           Xnimtf(bb,n,m,t,f)=1;  
                           Cimtf(n,m,t,f)=Cimtf(n,m,t,f)+ Xnimtf(bb,n,m,t,f)*Pnmtf(bb,m,t,f);  

                       end 

                   end 

              end 

         end 

end 

Xnimtf; 

Figure 4. Pseudo-code describing the scheduling of tasks  

 

 

4.2.Learning-based SEO 

Recently, many modifications and hybridization of heuristic algorithms using learning-based 

concepts and local search-based operators have been proposed [45-48]. Like other random-based 

heuristics, SEO includes exploration and exploitation phases [41-44]. The exploitation phase 
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involves training and retraining of the defenders [44] while social engineering attacks force the 

exploration of new solutions [33]. The main contribution of this study is the creation of new 

operators to improve the quality of the non-dominated solutions and to reduce the computation 

time of the algorithm.  

This results in the creation of the Learning-based SEO (LSEO) which dynamically updates 

the training ratio of the defender (Alpha). This automatic updater makes it easier for users to 

implement the algorithm. After trying a few values for each parameter, the algorithm updates the 

parameter values as follows:  

        {
           (                     ) (

  

     
)                                              

                   (                     ) (
  

     
)                                                        
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(20) 
 
 

where         is the value of Alpha at iteration It,            and           are upper and 

lower bounds of this parameter, respectively, and MaxIt is the maximum number of iterations. 

This study also proposes a new methodology for carrying out a local search. With each attack, a 

new defender and attacker are generated using the following formulas:  

            
                       

 
      (                            )              (21) 

            
                       

 
      (                            )              (22) 

 

where                             are respectively the defender and  attacker before the 

attack, while                             are respectively the defender and  attacker after 

the attack, and rand is a value chosen randomly between zero and one. Furthermore, 

                          are respectively the upper and lower bounds of this new way of 

exploring the search area. The proposed multi-objective LSEO algorithm is summarized in 

Figure 5.  

MaxIt;         %Maximum number of iteration   

Nat;             %Number of attacks  

Upper_Alpha;         %Maximum training ratio 
Lower_Alpha;         %Minimum training ratio  

%% Main loop  

Create two solutions;  
Sort the solutions and select the better one as the attacker;  

Another solution is selected as the defender.  

t=1;           % Counter  
List;          %List of Pareto solutions  

while  t≤ MaxIt 

       Do the training using equation (20).   
       nt=1;  

       while nt ≤ Nat 

               nt=nt+1;  
               Select the technique given in equations (21) and (22) to do an attack;  

               Update the defender and the attacker if they can dominate the previous one;  

         end 

         Exchange the defender and attacker if the defender is able to dominate the 

attacker;  

         Send the attacker to the List;  
        Create a new random solution as the defender;  

         t=t+1;  

end 

 Evaluate the List and generate the Pareto fronts;  
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 Select the non-dominated solutions and show them;  

Figure 5. Pseudo-code of the multi-objective LSEO  

 

5. Computational results  

In this section, the proposed industrial example and the simulated test studies used to do our 

analyses are first provided. Then, different criteria and metrics used to assess the algorithms are 

defined and the parameter values are tuned leading to a fair comparison of the provided 

algorithms. Next, a validation study is performed to find the exact solution using an epsilon-

constraint method. Then, the performance of our algorithms is compared to that of various 

traditional and recent algorithms using evaluation metrics. The robustness of the proposed 

optimization model is also evaluated by a sensitivity analysis. It should be noted that our codes 

were written in GAMS and MATLAB software and implemented on a laptop with 1.7 GB CPU 

and 6.0 GB RAM.  

 

5.1.Industrial example and tests 

Canadian Wood Products (CWP)
4
 is one of the well-known practitioners of the wood 

industry in Canada. This company is the leader in the production and distribution wood products 

in North America. It has three main products, including softwoods, industrial and architectural 

lumbers. For each, a specific production technology must be installed on the machines. 

Moreover, six operational tasks are required including cutting, custom processing, drying, 

classifying, storing and loading. Last but not least, the CWP has three main production and 

distribution centers in Buffalo, Montreal and Concord.  

The industrial example of the company CWP is used to show the applicability of the 

optimization method developed. For security reasons, the actual values of the parameters are not 

accessible and therefore, estimated values are provided. Moreover, in order to evaluate our 

approach with 3 levels of model complexity, 12 tests were created, 4 tests for each level of 

complexity, namely, small, medium and large models as shown in Table 3.  

Table 3. Test studies used to evaluate the proposed algorithm 

Complexity 

level of the 

model 

Number of 

test studies 

Number of 

centers (F) 

Number of 

machines 

(M) 

Number of 

technologies 

(T) 

Number of 

tasks (N) 

Small Size  

Industrial 

example  
3 3 3 6 

T1 2 2 2 4 

T2 2 2 2 8 

T3 2 4 2 20 

T4 3 4 3 30 

Medium 

Size 

T5 3 6 2 30 

T6 3 6 3 40 

T7 4 8 4 30 

T8 4 8 5 40 

                                                           
4
 https://canadianwood.ca/ 
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Large Size  

T9 6 12 4 80 

T10 6 12 5 100 

T11 8 16 6 80 

T12 10 16 6 100 

 

Since the optimization model proposed for a sustainable DPFSP is novel depending on the 

different production centers and technologies as well as social factors, there is no benchmark 

dataset available corresponding to our optimization model. In this regard, the possible value 

ranges for the model parameters are presented in Table 4. To fix the parameters values, we run 

random functions for each test size and then save the values.  

Table 4. Ranges of values for model’s parameters  

Parameter  Range  

      randi([2, 8],N, M, T, F) 

      randi([8, 20],M, T, F)*10
4 

      randi([2, 9],M, T, F) 

      randi([8, 20],M, T, F) 

      randi([8, 30],M, T, F) 

   0.9 

   0.1 

      rand(M, T, F)*0.1 

       (randi([8, 12],M, T, F)+rand())*10
5
 

       (randi([2, 7],M, T, F)+rand())*10
5
 

      (randi([20, 40],M, T, F)+rand())*10
5
 

B 

randi([round(sum(             

     )/2), round(sum(             

     )) 

MW 

if sum(     )>1                           

randi([round(sum(     )/2), 

round(sum(     )) 

else  

 rand()+(sum(     )/2) 

end 

*randi is a function which generates random integer numbers between 

lower and upper bounds.  

*rand is a function which generates random continuous numbers between 

zero and one.  

*round is a function which transforms a continuous number to the closest 

integer number.  

*sum is a function to sum numbers contained in a matrix.  

 

5.2.Assessment metrics and parameter tuning  

As mentioned earlier, this study develops LSEO as an improvement to SEO. This study not 

only compares the performance of LSEO with that of SEO but also with the performance of 

other well-known and state-of-the-art algorithms in the literature. In this regard, the Non-

dominated Sorting Genetic Algorithm (NSGA-II) [49], the enhanced Strength of Pareto 

Evolutionary Algorithm (SPEA2) [50], the Multi-Objective Evolutionary Algorithm based on 

Decomposition (MOEA/D) [51] as well as two recent algorithms comprising the Multi-Objective 
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Brain Storm Optimization (MOBSO) [27] and the Multi-Objective Keshtel Algorithm (MOKA) 

[52] are used.  

These algorithms are evaluated using assessment metrics. In addition to the algorithm 

computation time criterion (CPU time), the Number of Pareto Solutions (NPS) [53], the Mean 

Ideal Distance (MID) [54], the Maximum Spread (MS) [55] and the Hypervolume (HV) [56] are 

considered to evaluate the Pareto solutions found by the algorithms. These metrics are defined 

hereafter:  

 NPS is the number of non-dominated solutions in the Pareto optimal set. A higher 

value of this metric shows a better diversity of the solutions [53].  

 MS measures the distance between the best and the worst solutions in the optimal 

Pareto set. It can be formulated as follows:  

   √(∑   
      

    

  

   

)

 

 (23) 

where   
          

    are respectively the maximum and the minimum value of the objective j 

among all the solutions Along with the NPS metric, this metric evaluates the diversity of the 

solutions. A higher value of the MS metric means a better capability of the algorithm [55] to find 

an optimal solution.  

 MID measures the distance between solutions in the Pareto optimal set and we can 

formulate it as follows:  
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(24) 

where NO is the number of objectives,   
  is the solution i for objective j, and   

     is the 

maximum or minimum value with regards to the type of the objective function. A lower value of 

this metric shows a faster convergence of the solution [54].  

 HV computes the space of non-dominated solutions. It is difficult to calculate HV 

exactly as it cannot be formulated mathematically. An approximation method such as 

Monte Carlo is usually used to compute this metric.  In this study, the simulation 

method of Zitzler et al., [56] was used to quantify HV. A higher value of this metric 

shows a better performance of the Pareto set.  

With regard to the above-mentioned criteria, the algorithms must be tuned before the 

validation and comparison studies [57-58].  Good tuning helps algorithms achieve their best 

performance and therefore, leads to a fair comparison [59-60]. Consequently, in this study, the 

parameters were tuned using the Taguchi method [61]. Taguchi first uses orthogonal arrays to 

reduce the number of experiments using only selected experiments. For example, if an algorithm 

has five parameters and each has three candidate values, the total number of experiments for one 

run is 3
5 

=243. However, Taguchi uses an orthogonal array of L27 reducing the number of 
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experiments to 27. Taguchi is also based on noise and control factors which are evaluated by the 

Signal to Noise (S/N) ratio and Relative Percentage Deviation (RPD), respectively. In the 

context of multi-objective optimization, assessment metrics are used. The S/N ratio can be 

formulated as:  

  ⁄           (
∑    

 
 

 
) (25) 

where n is the number of orthogonal arrays and HVi is the response value of the i
th

 orthogonal 

array. Similar to the HV metric, a higher value of   ⁄  is preferable for this noise factor. As 

shown in the following formula, the control factor evaluated by RPD includes MID and MS 

metrics that quantify the precision and diversity of Pareto solutions, respectively:  

    
   

  
 (26) 

Thus, a lower value of RPD means better performance of the algorithm.  

In order to make an unbiased comparison, the maximum number of fitness evaluations is set 

to the same values for all algorithms under evaluation based on the size of the model’s 

complexity levels: 25000, 50000 and 100000 for small, medium and large sizes, respectively. 

Therefore, for SEO and LSEO as one-solution algorithms, the maximum number of iterations 

(MaxIt) and maximum number of attacks (Nat) are set to 500 and 50 respectively for small sizes 

(500×50 = 25000), to 1000 and 50 for medium sizes (1000×50 = 50000) and up to 2000 and 50 

for large sizes (2000×50 = 100000). For population-based algorithms including NSGA-II, 

SPEA2, MOEA/D, MOBSO and MOKA, the maximum number of generations (MaxIt) and 

population size (nPop) are respectively set to 250 and 100 for small sizes (250×100 = 25000), to 

500 and 100 for medium sizes (500×100 = 50000) and to 1000 and 100 for large sizes 

(1000×100 = 100000). Other parameters of each algorithm were adjusted based on candidate 

values identified in previous studies [27, 39-42, 51-52] as reported in Table 5.  

Table 5. Candidate values for parameters of algorithms under evaluation 

Algorithms Parameters Candidate values 

SEO 
Percentage of training (Alpha) 0.1 0.3 0.5 

Rate of attack (Betta) 0.05 0.15 0.25 

LSEO 
Upper bound of Alpha (          ) 0.8 0.9 1 

Lower bound of Alpha (          ) 0 0.1 0.2 

NSGA-II 
Percentage of crossover (  ) 0.5 0.6 0.7 

Percentage of mutation (  ) 0.1 0.15 0.2 

SPEA2 Number of archive (  ) 50 75 100 

MOEA/D 

Number of subproblems considered in 

MOEA/D (N) 
150 200 250 

Number of weight factors (T) 12 25 50 

MOBSO 

Probability of each generation (  ) 0.2 0.4 0.8 

Probability of first cluster (   ) 0.2 0.4 0.6 

Probability of second cluster (   ) 0.2 0.4 0.6 

MOKA 

Number of swirling (NS) 2 3 5 

Percentage of lucky Keshtels (N1) 0.1 0.2 0.4 

Percentage of moving Keshtels (N2) 0.4 0.5 0.6 

Percentage of random Keshtels (N3)             
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The orthogonal array for SEO, LSEO, NSGA-II and MOEA/D is a full factorial method 

(3×3 = 9). As such, SPEA2 has three tests. The orthogonal array of L9 is used for MOBSO and 

MOKA. Based on the calculation of the noise and the control factors, the best candidate value for 

each parameter is reported in Table 6.  

Table 6. Tuned parameters of the algorithms 

Algorithm  Parameters  

SEO Alpha=0.3; Beta=0.05;  

LSEO                               

NSGA-II                 
SPEA2         

MOEA/D             

MOBSO                          

MOKA                             

 

5.3.Validation  

The Epsilon-Constraint (EC) method [62] is solely used to find exact solutions to our 

example of an industrial problem in order to validate the performance of the proposed 

algorithms. This algorithm optimizes one main objective and uses upper and lower bounds for 

other objective functions. As the economic criterion is generally more important than 

environmental and social criteria for production managers, the first objective is chosen in this 

study as the main objective. Therefore, the problem addressed by the EC method can be 

formulated as follows: 

 

   
        

   

s.t. Constraints (4) to (19) 

       

       

  
          

    

  
          

    

(27) 

 

where     and     are allowable bounds of the second and third objectives, respectively, while 

the lower and upper bounds for the second objective are   
   and   

     respectively. As 

such,   
    and   

    are the lower and upper bounds of the third objective function, 

respectively. To find these bounds, we solve the model separately for each objective function. If 

only the makespan criterion is optimized, the objective values are   
              

   and        . The CPU time for this run is 4.38 seconds. If only the environmental criteria 

are minimized, the objective values are         
           and        . The CPU 

time for this run is 4.57 seconds. Finally, if the social criteria are maximized, the objectives are 

                  and   
      . The CPU time for this run is 4.27 seconds. 
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Therefore, the lower and upper bounds of the second objective are set to   
             and 

  
              respectively. Similarly, the lower and upper bounds of the third objective 

are respectively   
         and   

        . To generate more Pareto solutions, the average 

of upper and lower bounds of the objectives is considered. However, there is no feasible solution 

when this average value is used. At the end, the total time to run the EC method to solve our 

industrial test, is 13.22 seconds.  

All the Pareto solutions found by EC, SEO and LSEO are reported in Table 7. These solutions 

are depicted in Figure 6. One disadvantage of the EC method is that it is limited in its capacity to 

generate many Pareto solutions. However, SEO and LSEO are able to create 12 and 16 solutions, 

respectively. The results shown in Table 7 and Figure 6 confirm that SEO and LSEO are able to 

create high quality solutions like EC does.  

Table 7. Pareto solutions after solving the industrial example 

EC SEO LSEO 

                           

83 1.60E+08 22.9 85 1.85E+08 21.2 84 1.85E+08 20.9 

90 1.26E+08 23.9 85 1.82E+08 21.4 84 1.83E+08 21.2 

90 1.51E+08 27.9 86 1.80E+08 21.8 84 1.80E+08 21.8 

- - - 87 1.78E+08 22.2 86 1.74E+08 22.5 

- - - 87 1.76E+08 22.4 86 1.66E+08 23.2 

- - - 88 1.72E+08 22.8 86 1.64E+08 23.6 

- - - 88 1.66E+08 23.2 86 1.58E+08 24.2 

- - - 88 1.64E+08 23.6 87 1.54E+08 24.6 

- - - 89 1.58E+08 23.8 87 1.52E+08 25.2 

- - - 89 1.54E+08 24.6 87 1.51E+08 25.5 

- - - 89 1.52E+08 25.2 87 1.50E+08 25.8 

- - - 90 1.49E+08 26.7 88 1.50E+08 26.2 

- - - - - - 88 1.49E+08 26.7 

- - - - - - 88 1.46E+08 26.9 

- - - - - - 88 1.45E+08 27.4 

- - - - - - 88 1.44E+08 27.6 

 

 
Figure 6. Pareto solutions for CWP company 
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5.4.Comparison  

To show the high performance of the proposed LSEO, it has been compared to its original 

version of SEO as well as state-of-the-art methods like NSGA-II, SPEA2, and MOEA/D and two 

recent algorithms including MOBSO and MOKA. In this regard, 12 test problems with different 

complexity levels are solved by these algorithms. Due to the randomization of these algorithms, 

we run them thirty times and the average of their results is considered reliable.  

The first criterion used in this comparison is the CPU time. This criterion also confirms the 

level of complexity of the test studies. Figure 7 shows the CPU times required by the algorithms 

to solve the simulated test studies. As can be seen, LSEO and SEO are faster than other 

algorithms. However, as can be seen from this chart, the CPU times of the algorithms are of the 

same order of magnitude. This is because the number of fitness evaluations is considered the 

same for all algorithms. From these results, SEO and MOBSO methods are identified as the 

fastest and slowest in the majority of the simulated test studies, respectively.  

 
Figure 7. CPU times of the algorithms for solving the simulated test studies 

 

T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12

SEO 15.163 21.412 99.7285 437.532 871.81 2228.66 2919.42 6319.98 18770.3 179625 253760 496634

LSEO 15.3146 21.6261 100.726 441.908 897.964 2295.52 3007 6509.58 19333.4 186810 263911 516499

NSGA-II 18.1956 25.6944 119.674 525.039 1020.02 2406.95 3152.98 6825.58 20459.6 195792 276599 541331

SPEA2 17.8923 25.2662 117.68 516.288 1009.82 2382.88 3184.5 6893.83 20664.2 197750 273833 546744

MOEA/D 20.4701 28.9062 134.633 590.669 999.719 2359.05 3152.66 6824.89 20457.6 195772 271095 541277

MOBSO 22.5171 31.7968 148.097 649.735 1099.69 2594.96 3467.93 7507.38 22503.4 215349 298204 595404

MOKA 20.7157 29.2531 136.249 597.757 1011.72 2387.36 3190.49 6906.79 20703.1 198121 274348 547772

0

100000

200000

300000

400000

500000

600000

700000

C
P

U
 T

im
e 

(S
ec

o
n
d

) 



24 

 

Four multi-objective criteria including NPS, MID, MS and HV are considered to evaluate 

the quality of Pareto solutions found by the algorithms. Their results are respectively reported in 

Table 8, 9, 10 and 11. In these tables, the best values are highlighted in bold.  

 

Table 8. Evaluation of algorithm performance using the NPS metric 

Test 

problem 
SEO LSEO 

NSGA-

II 
SPEA2 MOEA/D MOBSO MOKA 

T1 14 8 10 8 6 4 3 

T2 20 34 26 16 15 8 12 

T3 64 55 76 39 24 28 33 

T4 23 29 16 8 19 18 15 

T5 44 62 55 39 44 21 27 

T6 76 78 88 56 74 36 25 

T7 88 102 100 75 66 49 52 

T8 105 116 100 79 81 68 42 

T9 215 148 100 100 97 73 75 

T10 309 188 100 100 100 93 56 

T11 118 172 100 95 92 82 96 

T12 136 211 100 100 100 100 88 

 

Table 9. Evaluation of algorithms performance using the MID metric 

Test 

problem 
SEO LSEO 

NSGA-

II 
SPEA2 MOEA/D MOBSO MOKA 

T1 39.6 40.8 33.2 29.8 37.5 26.5 24.5 

T2 45.7 56.4 29.8 33.4 45.6 37.9 45.4 

T3 102.6 88.7 78.6 92.7 67.5 85.2 86.5 

T4 115.4 95.4 102.6 122.6 109.5 142.6 108.5 

T5 276.3 188.7 96.5 112.5 119.6 189.4 242.5 

T6 197.5 186.5 254.3 297.3 109.6 98.3 144.2 

T7 149.2 156.2 188.7 206.3 188.5 193.2 174.5 

T8 228.4 256.3 345.2 305.2 288.1 306.5 283.5 

T9 319.5 252.6 428.9 402.4 377.5 392.6 275.1 

T10 177.6 144.3 388.1 265.1 244.2 271.9 193.2 

T11 188.9 156.2 504.2 209.3 235.1 228.3 298.2 

T12 244.3 219.5 399.1 275.1 218.5 275.3 199.4 

 

Table 10. Evaluation of algorithms performance using the MS metric 

Test 

problem 
SEO LSEO NSGA-II SPEA2 MOEA/D MOBSO MOKA 

T1 6984999.6 5894376.2 7068555.1 4982399.4 5068822.3 3894506.3 5884382.5 

T2 6985734.5 8648332.6 5068429.5 2285694.1 6093392.5 8260555.1 7489302.5 

T3 8443506.2 7085439.6 6089427.4 7053277.3 3885467.2 8543772.8 7094463.2 

T4 9956309.4 8544288.3 7095275.2 4096855.3 4035588.2 3095668.2 6435068.2 

T5 10753982.3 9885063.5 7068329.5 7047783.2 8490355.2 6988543.2 8665447.2 

T6 8975664.2 10546783.2 8946684.5 8996583.2 6047752.5 7864733.5 9627543.5 

T7 12527709.2 10546782.2 1078822.5 12780423.2 10247685.2 9987402.4 9902545.2 

T8 12563902.7 12036547.3 11664893.4 10522910.3 9654553.6 10454893.2 11784405.2 

T9 13829504.2 10863892.5 10573902.6 11829044.6 8562981.5 9924893.6 10452855.3 

T10 12872895.3 11678649.3 11539671.5 10997783.5 10782861.5 11653782.5 12994673.9 

T11 11673785.6 12982901.5 12738594.5 12452895.1 11770839.6 12620256.4 10097855.3 
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T12 13678864.7 14014582.6 12922099.1 12672895.1 11852856.4 10451197.5 10735784.6 

 

 

Table 11. Evaluation of algorithms performance using the HV metric 

Test 

problem 
SEO LSEO NSGA-II SPEA2 MOEA/D MOBSO MOKA 

T1 2.87E+09 3.83E+09 1.98E+09 3.72E+09 1.09E+09 1.54E+09 2.65E+09 

T2 4.74E+09 5.53E+09 3.67E+09 7.73E+09 2.87E+09 1.93E+09 3.54E+09 

T3 4.38E+09 5.25E+09 3.87E+09 4.29E+09 3.28E+09 2.99E+09 3.71E+09 

T4 6.39E+09 7.8E+09 8.54E+09 6.85E+09 5.78E+09 4.18E+09 7.39E+09 

T5 3.86E+09 8.88E+09 6.78E+09 7.38E+09 5.68E+09 7.58E+09 6.98E+09 

T6 7.63E+09 7.98E+09 7.58E+09 6.58E+09 9.38E+09 6.18E+09 8.28E+09 

T7 9.23E+09 9.98E+09 7.48E+09 8.38E+09 7.48E+09 8.38E+09 5.98E+09 

T8 1.86E+10 1.15E+10 9.54E+09 1.04E+10 9.73E+09 1.82E+10 9.37E+09 

T9 2.75E+10 1.86E+10 1.45E+10 2.67E+10 1.86E+10 2.99E+10 1.09E+10 

T10 3.54E+10 3.97E+10 2.87E+10 1.87E+10 2.07E+10 2.18E+10 2.06E+10 

T11 3.87E+10 2.58E+10 1.96E+10 5.84E+10 4.38E+10 2.97E+10 3.6E+10 

T12 6.85E+10 3.29E+10 3.65E+10 4.87E+10 6.64E+10 3.79E+10 4.19E+10 

 

To find the best algorithm, the Relative Deviation Index (RDI) [63] is used:  

    
|                 |

             
 (28) 

where        and        are the maximum and minimum values for each metric, respectively. 

       is the value of a metric for a specific algorithm while            is the best value of the 

metric obtained among all the algorithms. It goes without saying that a lower value of RDI is 

more preferable.  

After transforming the metrics based on the RDI, the interval plot for each metric is depicted 

statistically in Figure 8. Based on the NPS metric criterion (Figure 8(a)), the developed LSEO 

shows the best performance followed by the SEO algorithm. However, MOBSO and MOKA 

perform very poorly on this metric. Regarding the MID metric criterion (Figure 8(b)), again, the 

LSEO algorithm shows the best performance. MOKA is better than other algorithms in this case. 

The MOEA/D is also good on this criterion and better than the SEO algorithm. However, 

NSGA-II is the worst algorithm in this metric. Based on the MS metric (Figure 8(c)), SEO and 

LSEO algorithms are clearly better than other algorithms. For the HV metric (Figure 8(d)), the 

same conclusion is drawn from the results. In conclusion, as can be seen from the interval plots, 

the proposed LSEO algorithm achieves the best performance in this comparative study.  
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(a)NPS (b)MID 

  
(c)MS (d)HV 

Figure 8. Interval plots based on RDI analyzing the performance of the algorithms in each metric: (a)NPS, (b)MID, (c)MS and (d)HV 

 

5.5.Sensitivity analyses  

To evaluate the robustness of the optimization model developed, some sensitivity studies are 

carried out here. First, the Pareto solutions found by LSEO to be the best algorithm in this study, 

are sorted by the ideal distance criterion. Then, the first solution of this Pareto set is noted in 

Table 12. The variations of the objectives in this table are shown in Figure 9.  

Table 12. The first solution from the set of 

sorted Pareto solutions from LSEO 

Test 

problem 
         

T1 39 3,30E+07 10 

T2 76 7,78E+07 10,9 

T3 399 4,07E+08 19,6 

T4 631 7,87E+08 41,2 

T5 909 1,27E+09 65,9 

T6 1236 1,89E+09 47,9 

T7 1146 2,40E+09 78,9 

T8 1655 3,16E+09 117,9 

T9 4885 1,54E+10 208,9 

T10 6141 1,79E+10 192,1 
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T11 6446 2,85E+10 355,8 

T12 8177 3,76E+10 487,1 
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Figure 9. Variations of the objective values 

 

To show the impact of the parameters of the model developed for the decision-makers of the 

CWP company as a leader in the wood industry in Canada, the EC method is selected to solve 

the industrial example in our sensitivity analyses. Of these parameters, four important ones are 

selected for modification. The company’s budget (B), the maximum waste (MW) as well as the 

social weights for job opportunities (WJ) and lost working days (WL) are considered for our 

analyses. For each parameter, certain modifications are done by four scenarios: S1 to S4 and the 

values of objective functions in each scenario are indicated. Note that in our sensitivity analyses, 

in addition to makespan, the total flow-time (∑    
 
   ) is also considered to better show the 

impact of parameters on the economic criteria.  

The sensitivity analysis of the company’s budget is reported in Table 13. In four scenarios, 

the company’s budget goes from 2594561$ (S1) to 2000000$ (S4). The values of the objective 

functions for each case are noted. As can be seen, there is no change in the makespan criterion, 

considered as the first objective while an increase in the total flow-time is observed in the last 

scenario. This means that reducing the budget to be less than 2300000$ has a negative economic 

impact. Although the values of the second and third objectives have some variations, they have 

been increased if the first scenario is compared to the last scenario. The behavior of these 

objectives (except makespan) is drawn in Figure 10.  

Table 13. Sensitivity analysis on the budget of company 

Scenarios Value of the company budget ($)    (Makespan)    (Flow-time)       

S1 2594561 83 231 1.60E+08 22.9 

S2 2400000 83 231 1.39E+08 24.2 

S3 2300000 83 231 1.51E+08 25 

S4 2000000 83 235 1.73E+08 24.2 
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Figure 10. Sensitivity analysis on the budget of company 

 

As indicated in Table 14, the sensitivity analysis is performed on the value of the maximum 

waste products. We have reduced the maximum waste products from 2.5 units to 1 unit. This 

parameter only has an impact on the values of the environmental criteria. The economic criteria 

including both makespan and total flow-time as well as the third objective functions have not 

changed. Decreasing the maximum amount of waste products leads to an increase in energy 

consumption as a second objective. This behavior is illustrated in Figure 11.  

Table 14. Sensitivity analysis on the maximum waste products  

Number of Scenario 
Value of maximum waste 

products 
   (Makespan)    (Flow-time)       

S1 2.5 83 231 1.53E+08 22.9 

S2 2 83 231 1.60E+08 22.9 

S3 1.5 83 231 1.71E+08 22.9 

S4 1 83 231 1.74e+08 22.9 
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Figure 11. Sensitivity analysis on the maximum waste products 

 

The final sensitivity analysis looks at the value of social weights for job opportunities and 

lost working days as the third objective function as shown in Table 15. To better show the impact 

of changes on these two parameters, the main objective of the EC is changed from makespan to 

social criteria as the third objective function. In the four scenarios, we reduced the impact of job 

opportunities while increasing the impact of lost working days. Except for makespan, other 

criteria show changes. These behaviors are illustrated in Figure 12. It shows that the total flow-

time decreases in these scenarios except in S2. The energy consumption shows an increase if the 

first scenario is compared to the last scenario. However, in the S3 scenario, it shows a reduction. 

Finally, the social objective shows a strong reduction in all scenarios.  

Table 15. Sensitivity analysis on the social weights  

Number of Scenario Social weights     (Makespan)    (Flow-time)       

S1 WJ=0.99; WL=0.01; 90 238 1.48E+08 46.89 

S2 WJ=0.9; WL=0.1; 90 238 1.51E+08 27.9 

S3 WJ=0.8; WL=0.2; 90 235 1.46E+08 7.2 

S4 WJ=0.7; WL=0.3;  90 233 1.65E+08 -24.9 
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Figure 12. Sensitivity analysis on the social weights  

 

6. Conclusion, recommendations and further research  

The DPFSP traditionally aims to minimize makespan or total flow time based on economic 

criteria. However, based on the concept of TBL, traditional modeling of the DPFSP is not able to 

simultaneously cover all economic, environmental and social criteria. This study developed a 

sustainable DPFSP with the assumption of different production centers and technologies on 

machines that have a strong impact on environmental and social criteria. This study which 

considers job opportunities and lost working days as social factors is the first study in the area of 

DPFSP. Therefore, a multi-objective optimization model was developed to approach a 

sustainable TBL-based DPFSP.  

One idea of this paper was to virtually meet the challenge of sustainable development based 

on the TBL concept for wood production in Canada. In this regard, CWP has been selected as a 

full-scale application for our optimization model. Having different simulated test studies to 

analyze the complexity of this NP-hard model, this study proposed a multi-objective learning-

based heuristic called LSEO and compared it to several recent and state-of-the art algorithms 

from the literature.  

The results show the viability of the proposed sustainable DPFSP. First of all, the feasibility 

of the developed optimization model has been shown by a numerical example as given in Figure 

1. The optimal Pareto solutions for solving the case of the company CWP have been shown in 

Figure 6 to confirm the optimality of our solutions compared to the exact solver using the EC 

method. The high performance of the proposed LSEO was shown in different criteria (Figures 7 

and 8) to confirm its superiority over other algorithms. The variations of the sustainability 

objectives are illustrated in Figure 9. Finally, the efficiency of the optimization model developed 

was analyzed by certain sensitivity analyses as indicated in Figures 10 to 12.  

From the results, some recommendations can be suggested. First, this study conceptually 

shifts the energy-efficient DPFSP to the sustainable DPFSP to simultaneously cover all the 

economic, environmental and social factors. The use of different production technologies can be 

defined as an introduction to the reverse production and supply chains with multiple production 

centers. A high number of Pareto solutions found by algorithms gives production managers this 

possibility to find an interaction between economic, environmental and social alternatives. Last 
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but not least, setting the parameters of the model such as the company’s budget or the social 

weights, is very important to achieve the environmental and social sustainability for a production 

system. In the continuation of this work, we will try to obtain data from an actual industrial case 

study, and develop simple and accessible guidelines to help production managers to implement 

the concept of triple bottom line for production systems. 

In conclusion, although this study is more complex than the majority of existing papers in 

the area of DPFSP, there are many suggestions to continue this line of research as follows:  

 Uncertain factors in the definition of DPFSP may be used. The use of robust and 

stochastic optimization concepts can be suggested to resolve the uncertainty.  

 Adding risk factors based on economic, environmental and social criteria to the 

DPFSP is rarely considered and can be suggested.  

 The application of the proposed algorithm to other combinatorial optimization 

problems such as home healthcare systems and facility location planning, as well as 

the development of this method with more learning and local search techniques, are 

some of the potential continuations of this article.  
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