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A B S T R A C T   

This paper presents the PAVICS-Hydro platform, the result of long-term strategic considerations and compro-
mises between functionality and ease-of-use, which is developed to provide users with direct access to a 
comprehensive hydroclimatic modeling and analysis framework over North America. This includes a Python 
hydrological modelling package, efficient access to meteorological data, a large array of post-processed hydro-
climatic data, numerical weather forecasts and bias-corrected CMIP6 climate projections at the scale of 5797 
catchments, thus providing the basic components necessary for hydrological modeling and forecasting, as well as 
climate change impact studies. This paper presents the principles on which the PAVICS-Hydro platform was 
developed while explaining the choices behind its key features, with a specific focus on lessons learned for 
creators of the next generations’ scientific research platforms. A case study using PAVICS-Hydro is given to 
illustrate how this platform can be used to support different needs in the field of water resources.   

Software and data availability 

PAVICS-Hydro is a set of software packages developed to add hy-
drological modelling capabilities to PAVICS, an existing platform for 
climate data analysis available at https://pavics.ouranos.ca/. Users may 
register a PAVICS account for free with the understanding that the 
platform be used for scientific purposes. Development of PAVICS started 
in 2015 and provides climate model data and processing capabilities to 
users. PAVICS-Hydro, which began services in 2019, created or made 
significant contributions to the packages shown in Table 1. 

RavenPy is a Python wrapper for the Raven hydrological framework, 
meant to facilitate the configuration of hydrological models, the launch 
of simulations and retrieval of the results. RavenWPS is a server based on 
the Open Geospatial Consortium (OGC) Web Processing Service (WPS) 
Application Programming Interface (API), offering processes to extract 
watershed properties. Birdy is a Python client providing a user-friendly 
interface to remote WPS services. Jupyter notebooks (Fangohr et al., 

2021) included with the RavenPy documentation show how to use these 
software libraries together to run typical hydrological modeling work-
flows. A support forum (Craig, 2023) is available for Raven, while for the 
other libraries, GitHub Issues and Pull requests are the best way to ask 
questions and propose enhancements. 

Raven, RavenPy and Birdy can be run on a laptop or workstation 
running Linux, Windows or OSX. RavenWPS is a server component that 
has been developed and tested on Linux only. Various installation 
methods are available for these components, including compiling from 
source, installation with pip or conda. For those who cannot install the 
package locally for IT or administrative reasons, the PAVICS platform 
provides a JupyterLab environment where all these and more are 
available. 

While the PAVICS platform itself is too complex to be described here, 
its components and their orchestration are defined in the birdhouse- 
deploy repository (Vu et al., 2023a). It currently runs on a 48-core 
Xeon server with 128 GB of RAM (32+ GB for the THREDDS data 
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server, 8+ GB for GeoServer and the remainder is used for other com-
ponents and the JupyterLab user accounts), and over 100 TB of storage 
capacity. Questions regarding the PAVICS platform, including 
PAVICS-Hydro, should be addressed to pavics@ouranos.ca. 

1. Introduction 

There has been a growing interest over the last years in developing 
computational environmental modeling frameworks, with the emer-
gence of multiple hydrology-oriented platforms or systems (e.g., among 
others Alfieri et al., 2013; Arsenault et al., 2020; Horsburgh et al., 2016; 
Tague and Band, 2004; Taylor et al., 2021; Werner et al., 2013; Zhang 
et al., 2016). For instance, specific developments in this field include the 
provision of web-based applications and services, online geospatial da-
tabases, model sharing technology, data analysis platforms, and soft-
ware as a service including hydrological modeling (Choi et al., 2021; 
Gan et al., 2020; Khattar et al., 2021; Morsy et al., 2017; Souffront 
Alcantara et al., 2019; Werner et al., 2013). All these developments have 
the potential to support hydrological research by facilitating the use of 
high-end hardware architectures, easing access to large volumes of data, 
making information retrieval more interactive, and for ensuring the 
development, repeatability, and reproducibility of experiments while 
advancing hydrology in a more coherent way (Ceola et al., 2015). 

Several hydrology-oriented platforms have recently been developed 
to support the Findable, Accessible, Interoperable, and Reproducible 
(FAIR) principles (Wilkinson et al., 2016). Among others, we can cite the 
HydroShare (Horsburgh et al., 2016), HydroDS (Gichamo et al., 2020), 
and eWaterCycle (Hut et al., 2022) platforms. All these platforms rely on 
the data, models, and codes sharing with the aim of enhancing the 
trustworthiness of research findings, while increasing the reusability of 
research results. HydroShare provides open access datasets and codes in 
an easily accessible and organized repository, also providing access 
through Jupyter notebook environments (e.g., Bandaragoda et al., 2019; 
Leonard et al., 2019). HydroDS is a web service that facilitates down-
loading data in a suitable format for hydrological models; the combi-
nation of both provides users a gateway to all required data for running 
hydrological models and performing hydrological analyses. The eWa-
terCycle platform gives open access to hydrological models of various 
complexity (conceptual to distributed structures) through a special 
interface that allows users to add their own models to the platform, 
written in different programming languages that interact from the 
Jupyter notebook environment. Also, eWaterCycle has the possibility of 
incorporating any hydrological model in any programming language 
through the Basic Modeling Interface (BMI), a modeling framework that 
allows interoperability between models and data through a common 
programming interface. The eWaterCycle platform currently includes 
the PCR-GLOBWB 2.0 (Sutanudjaja et al., 2018), wflow (Schellekens 
et al., 2020), Hype (Lindström et al., 2010), LISFLOOD (Van Der Knijff 
et al., 2010), TopoFlex HBV (Gao et al., 2014), MARRMoT (Knoben 
et al., 2019) and WALRUS (Brauer et al., 2014) models, with upcoming 
support for GlobWat (Hoogeveen et al., 2015), SUMMA (Clark et al., 
2015) and mHM (Samaniego et al) models and modelling frameworks. 
These platforms provide users with a variety of methods and tools for 
performing hydrological research and applications, making 

hydrological sciences more accessible and reproducible. However, some 
applications and workflows are not currently trivial to implement, such 
as streamflow forecasting, climate change impact studies or regionali-
zation at ungauged sites, due to the necessity of implementing specific 
processes and accessing particularly large datasets. For example, 
HydroShare is a repository for data and codes sharing, and is not in itself 
a modeling platform, and HydroDS allows generating model inputs but 
does not provide flexible modeling capabilities. eWaterCycle provides a 
comprehensive package by including flexibility in hydrological model 
structure and data inputs in an online environment where users can 
tailor workflows according to their needs. Choi et al. (2021) showed that 
it was possible to combine several existing platforms and tools for data 
access, geospatial processing, and hydrological modelling to provide 
reliable and reproducible studies. In their work, some example appli-
cations are provided, and tools include the ability to simulate stream-
flow and forecast flows. However, tools pertaining to climate change 
impact assessment are not included de facto and would have to be in-
tegrated from another source. 

In Canada, a consortium initiative aims to create an innovative 
research software platform to streamline climate science research. The 
Power Analytics and Visualization for Climate Science (PAVICS) plat-
form (https://pavics.ouranos.ca/) is a virtual laboratory first launched 
in 2015 facilitating the analysis of climate data over North America. It 
was originally developed jointly by Ouranos, a regional climate adap-
tation consortium, and the Centre de Recherche Informatique de Mon-
tréal, an applied research center on information technology and 
artificial intelligence. PAVICS provides access to various data collections 
ranging from observations, reanalyses, numerical weather forecasts and 
climate projections, in addition to ensuring quality control on the 
accompanying metadata. It also hosts a JupyterLab Python program-
ming environment with the most up-to-date scientific libraries pre- 
installed. Acting as a climate data repository and processing suite, it 
allows researchers to access, process, analyze, and transform data into 
useable climate information to improve the quality and reproducibility 
of scientific research studies. Recently, under the umbrella of the PAV-
ICS-Hydro project, services and capabilities were added to the platform 
with the aim of providing a comprehensive hydrological modeling 
framework, supporting simplified handling of large hydroclimatic data 
sets and multiple hydrological models with a minimal technical back-
ground from users, while making use of existing infrastructure as pro-
posed by Choi et al. (2021). The development of PAVICS-Hydro was 
guided by five key considerations:  

(1) Regional application: users should be able to run a hydrological 
model for any watershed in North America.  

(2) Open access: all codes, models, and data should be open access, 
such that users can freely use the tools available on the platform 
for their research or use-cases.  

(3) Interoperability: key functionalities should be made available 
through a standard Application Programming Interface (API), 
facilitating interoperability with other platforms and services.  

(4) Flexibility: grant access to different models allowing users to set 
up models in the various hydroclimatological regimes in North 
America. 

(5) Versatility: the same tools should support a wide range of activ-
ities, including hydrological model development, flow fore-
casting, and hydroclimatic projections. 

Tools developed within the PAVICS-Hydro project have been in 
regular use since the initial version in 2019, and have been beneficial to 
many research areas, with the current registered user base including 
scientists, educators, governmental policy officers, agriculture industry 
specialists, engineers, water resources managers, students, and other 
stakeholders. Example applications utilizing core PAVICS-Hydro func-
tionality include training students in the basics of hydrological model-
ling, investigating the impacts of climate change on water availability of 

Table 1 
Main software components of the PAVICS-Hydro contribution to PAVICS.  

Component Function DOI License 

Raven Hydrological modeling 10.5281/ 
zenodo.8229854 

Artistic 
2.0 

RavenPy Python wrapper for Raven 10.5281/ 
zenodo.7972347 

MIT 

RavenWPS WPS server for watershed 
properties 

10.5281/ 
zenodo.3239468 

MIT 

Birdy WPS client 10.5281/ 
zenodo.7876310 

Apache- 
2.0  
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hydropower systems, estimating flows in rivers for aquatic species 
resilience and flow forecasting for flood prediction. The sharing of IT 
infrastructure and tools reduces costs for the development and produc-
tion of hydrological information, as users can develop their models and 
methods on the shared PAVICS server. Moreover, compliance with data 
standards in streamflow scenarios and forecasts promotes the integra-
tion of the generated information in many water planning and man-
agement decisions. 

The PAVICS stack is part of Ouranos’ long-term strategy to deliver 
climate services. It is embedded in multiple projects and used internally 
by the staff for the development of new climate products. It benefits 
from funding from the federal and provincial governments, and in-kind 
contributions from national and international collaborators. It has also 
become a core tool in the workflow of many of the authors’ respective 
research teams, meaning it will continue to thrive and benefit from 
contributions of current and future research projects. 

The main objective of this paper is to present the PAVICS-Hydro 
platform and make its capabilities known to the hydrology and envi-
ronmental research communities. We denote by “PAVICS-Hydro plat-
form” the software components of PAVICS that support hydrological 
modeling, and interactions with external hydroclimate data repositories. 
This paper touches on the development process and decisions leading to 
the platform’s design. Lessons learned are presented for the benefit of 
platform developers. 

In the following sections, a short overview of the PAVICS-Hydro 
platform is first provided (Section 2). Section 3 traces the key develop-
ment choices of PAVICS-Hydro, and Section 4 presents its most impor-
tant components and features. Section 5 presents an example application 
of the platform to display the scope and types of studies that it can 
tackle. Finally, an outlook on future developments of PAVICS-Hydro 
appears in Section 6. 

2. Overview of the PAVICS-hydro platform 

PAVICS-Hydro is an online hydrological modeling and forecasting 
service that is free of charge, open-source, and open-access. It is devel-
oped in the Python programming language and offers users the capacity 

to perform geospatial analysis, build hydrological models, apply various 
parameter estimation algorithms, estimate and predict streamflows, 
and/or evaluate the impacts of climate change on future streamflows via 
open access to data and PAVICS-Hydro software libraries. Fig. 1 presents 
a high-level overview of the PAVICS architecture, which includes a 
THREDDS data server for hydroclimatic data stored in the netCDF 
format, a GeoServer to store watershed polygons and land-use raster 
maps, a JupyterLab server, Open Geospatial Consortium (OGC) Web 
Processing Services (WPS) servers, and middleware responsible for 
authentication and authorization. The JupyterLab environment comes 
installed with a large collection of scientific libraries operating on xarray 
data structures. Novel components or substantial contributions to 
existing components made through the PAVICS-Hydro project are 
indicated by a color code. 

The contributions of PAVICS-Hydro to the PAVICS architecture allow 
users to perform hydrological studies within PAVICS. The main contri-
bution of PAVICS-Hydro is the RavenPy Python package, which wraps 
the Raven hydrological model framework (Craig et al., 2020). RavenPy 
provides a programmatic mechanism to configure models (setting pa-
rameters, options, and hydrological processes), run simulations, and 
retrieve results. Together, these capabilities allow hydrologists to design 
multiple experiments (e.g., ensemble forecasting, regionalization), run 
them in parallel and analyze results, something that would be time 
consuming to do manually. Actual simulations are performed by the 
Raven executable, RavenPy playing the role of an interface. 

Raven and RavenPy can be installed and run on a laptop. However, 
setting up a programming environment with multiple scientific libraries 
can be difficult in some professional settings with IT restrictions. The 
PAVICS platform provides an online ready-to-use Python programming 
environment where RavenPy is pre-installed, along with a host of other 
packages that can be used to perform hydrological modelling workflows, 
such as bias-correction and time-series analysis, high bandwidth access 
to large data collection (e.g., ERA5 and CMIP6), hindcast and forecast 
databases (ECCC real-time and archived forecasts), HydroShare inter-
operability, and compute services such watershed delineation and 
spatial subsetting. In addition to this programming environment, PAV-
ICS hosts a GeoServer storing watershed contours and land-use maps 

Fig. 1. PAVICS-Hydro environment components within the PAVICS platform, including newly developed packages (blue) and connections to pre-existing compo-
nents that are made easily accessible through notebooks and code examples (orange). 
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which can be accessed through the RavenWPS server, a THREDDS server 
storing bias corrected climate data, observations and reanalyses, as well 
as multiple WPS climate-related services such as climate indicators, data 
subsetting and watershed land-use data extraction. It can be seen in 
Fig. 1 that many connections are also made towards data repositories 
such as ERA5 reanalysis data, CMIP6 climate model data, and archived 
and operational weather forecasts. 

Tables 2–5 provide a detailed list of features and functionalities 
available in PAVICS-Hydro for hydrological model simulation and 
calibration (Table 2), data extraction, processing and geospatial analysis 
(Table 3), hydrological forecasting (Table 4) and climate change impacts 
assessments (Table 5). The tables also present the notebooks that include 
these features, which can be found in the “~/tutorial-notebooks/hydro” 
folder on the PAVICS-Hydro platform. They are also available on Zenodo 
within the RavenPy package release (as seen in Table 1). 

3. Development of the PAVICS-hydro platform 

3.1. Initial design choices 

When the project team first proposed the idea of an online hydro-
logical modeling service, a few requirements were obvious. The design 
of the platform would provide:  

● geospatial analysis capabilities to evaluate catchment drainage 
areas, boundaries, slopes, and other relevant physiographic 
properties;  

● at least one hydrological model, with the possibility to add others 
over time;  

● easy access to meteorological databases and future climate scenarios 
to feed the hydrological model(s). 

These three aspects are the basis of the platform on which other 
functionalities would eventually build upon. The main design choices 
are presented here, along with the reasons why these solutions were 
preferred to alternatives. 

3.1.1. Geospatial analysis 
Various research communities provide open-source software pack-

ages for geospatial analysis that could simply be integrated into PAVICS- 
Hydro. Python libraries, such as geopandas (Jordahl et al., 2020), 
shapely (Gillies et al., 2007), pyproj (Snow et al., 2021) and fiona 
(Gillies and contributors, 2023) were leveraged for processing geo-
spatial data, as they are actively maintained and robust. These, together 
with GeoServers’ built-in analytics provides the foundation for some of 
the remote data analytics offered on the platform, such as extracting 
land-use information over watersheds. One missing feature however was 
an efficient algorithm to average a long time series of gridded data over 
polygons (e.g., subbasins). Drawing inspiration from existing work done 
in OCGIS (Koziol et al., 2023), this functionality was contributed to 
xESMF (Zhuang et al., 2023), a package compatible with the xarray 
stack that exposes regridding algorithms implemented in the Earth 

System Modeling Framework (ESMF) Fortran library. The approach le-
verages a conservative regridding algorithm, which preserves the inte-
gral over the surface area between input and output grids. This xESMF. 
SpatialAverager is now used to convert gridded meteorological datasets 
into time series of subbasin averages, which simplifies hydrological 
model setup and speeds up computations. 

3.1.2. Hydrological modeling 
The core element of the PAVICS-Hydro is its hydrological modeling 

capability. Ideally, users should have the ability to simulate a wide range 
of hydroclimatic regimes. One option would have been to pre-install a 
suite of different hydrological models. Without commonalities regarding 
model configuration and parametrization, as well as common input and 
output data formats, this would have rapidly exceeded the developer’s 
capacity to maintain and support users. Other platforms, such as eWa-
terCycle, have resolved this by way of a common model interface 
implemented for each hydrological model. This idea, together with a 
clear distinction between model agnostic and model specific configu-
ration (Knoben et al., 2022), allows a single platform to support multiple 
independent hydrological models. 

Another solution for the standardization of model configurations, 
inputs and outputs is to adopt a general purpose hydrological framework 
such as SUMMA (Clark et al., 2015), MARRMoT (Knoben et al., 2019), 
wflow (Schellekens et al., 2020) and Raven (Craig et al., 2020). Raven is 
a flexible framework that can emulate a large suite of existing models or 
create new models by combining hydrological process (e.g., users can 
select from a series of snow accumulation and melt modules, infiltration 
methods, evapotranspiration formulas, routing schemes. etc.). Water-
shed configuration and model options can be shared across different 
emulators, facilitating multi-model experiments. Furthermore, Raven 
has a powerful and flexible data processing engine that supports both 
lumped and semi-distributed hydrological model structures. Input data 
can be provided as text or binary netCDF files, the latter supporting time 
series on a grid, at a gauge station, or integrated over an HRU or 
sub-basin. PAVICS-Hydro only targets and supports netCDF input and 
output time-series files to improve interoperability and limit develop-
ment efforts going into model-specific workflows (Knoben et al., 2022). 
Therefore, the Raven modelling framework was selected for this plat-
form. Other advantages of Raven are that the simulation time-step is 
easily adjustable, from minutes up to one day, and input time series are 
resampled automatically to match the model time step. Raven tempo-
rally downscales evapotranspiration, incoming energy, and potential 
melt using hourly incoming radiation estimates. Daily temperatures are 
converted to sub-daily using a sinusoidal mapping, influencing relative 
humidity, air pressure and air density. Precipitation and wind speed are 
uniformly discretized throughout the day. Error-checking routines 
identify problems with units, missing data, and other inconsistencies 
before launching the model. Therefore, by using Raven, we only needed 
to provide data in a single format to benefit from a multitude of hy-
drological models, flexibility in modelling choices and options (both for 
lumped and distributed models), and automatic error-checking. 
Together, those features convinced us to design the hydrological 

Table 2 
Features and functionalities available in PAVICS-Hydro for hydrological model simulation and training.  

Process Description Notebook containing example 

Hydrological model 
configuration 

Programmatic generation of Raven configuration files based on predefined emulators (see Table 3) 04_Emulating_hydrological_models 
05_Advanced_RavenPy_configuration 

Hydrological model 
calibration 

Estimation of an optimal parameter set based on an objective function and calibration hyperparameters 06_Raven_calibration 

Running a hydrological 
model 

Simulate streamflows based on model configuration and forcing dataset (meteorological or climate, see  
Tables 4 and 5) 

04_Emulating_hydrological_models 
05_Advanced_RavenPy_configuration 

Streamflow 
regionalization 

Estimate model parameters for ungauged basins using catchment descriptors and model parameters from pre- 
calibrated models on over 5000 catchments over North America. 

Perform_Regionalization 

Time-series and indicator 
analysis 

Evaluate statistics of the generated hydrographs, including mean, peak and low flows for custom time periods, 
frequency analysis, and other such analyses. 

time_series_analysis  
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modeling capability around Raven, benefiting from its large feature set 
and active user community. 

However, Raven has some drawbacks, such as the fact that it is 
designed as an executable to be run through a command line interface 
(CLI), rather than a library that can be imported and whose individual 
components executed on demand by external code. In Raven, processes, 
simulation parameters and input files are specified in text-based 
configuration files parsed by the executable, and simulation outputs 
are written to an output file on disk. In situations where multiple sim-
ulations are run using the same input data, such as model calibration, 
this unnecessary input/output (I/O) hampers performance. Work is 
underway to expose Raven components through the BMI interface, 
which could eventually allow on-demand execution of individual model 
components, in addition to making Raven compatible with the eWa-
terCycle platform. 

To integrate the Raven modeling framework into an existing climate 
analytic programming environment written in Python, a Python 
wrapper for Raven was developed, called RavenPy (see Table 1). Rav-
enPy offers an interface to a subset of Raven’s configuration options and 
writes text-based Raven configuration files ready to be executed. It 
parses and validates configuration options to catch typos and mistakes 
before launching the model. It also includes utilities to launch model 
simulations, retrieve results and expose them as xarray data structures, 
the latter supporting the concatenation of results from multiple simu-
lations. Together, these functionalities allow users to run a hydro-
climatic analysis workflow in an interactive programming environment 
and avoid having to manually configure Raven for each simulation. The 
pre-configured hydrological models (emulators) available in RavenPy 
are detailed in section 4.1. RavenPy is designed with modularity in 
mind, such that model configuration, model execution and result 
retrieval can be used independently of the others. 

At the start of the PAVICS-Hydro project, Raven was not meant to be 
exposed directly in a interactive programming environment. The initial 
plan was rather to host a remote server that would run Raven on behalf 
of users, in a bid to offload heavier computations to dedicated hardware 
close to where the climate forcing data was also stored. The initial 
implementation used a standard Application Programming Interface 
(API) called Web Processing Services (WPS), and a server backend based 
on PyWPS and the Birdhouse framework (Ehbrecht et al., 2018). The 

Python wrapper for Raven would be a layer hidden from users, simpli-
fying the execution of those remote requests by the PyWPS server. This 
initial design choice proved to be cumbersome and ineffective. Running 
and debugging complex hydrological model simulations through web 
requests was unsuited to research work. Also, exposing the large number 
of model options through the API added complexity and friction in the 
development and maintenance of the software. Developer experience 
and user feedback led the team to convert the backend model wrapper 
into a user-facing Raven interface. This required extensive adaptation, 
but the RavenPy wrapper was thus developed and offered as a 
stand-alone library. 

To cater to users with limited computing resources, RavenPy is 
installed on the PAVICS-Hydro platform. The original WPS server lost its 
hydrological modeling capabilities, but retained services for geospatial 
data processing. User interaction with WPS servers typically takes the 
form of HTML requests. To facilitate python-based interactions with 
WPS servers, we added a high-level Python client to an existing com-
mand line interface for WPS services (birdhouse-birdy, see Table 1). On 
connecting to the WPS server, the client creates a mock Python module, 
and each process available on the server is translated into a mock Python 
function within this module. The signature of these functions matches 
the input and outputs of the remote process. Calling a remote process 
becomes almost as simple as calling a Python function and relieves the 
user of writing HTML requests. 

3.1.3. Meteorological and climate data access 
Users can access meteorological and climate data in one of three 

ways on the PAVICS-Hydro platform:  

1) Use one of the datasets stored on the platform;  
2) Upload their own data to the platform in their personal account; or  
3) Stream data from external online databases. 

As for the basic set of data provided with the platform, we provide 
access to ERA5 reanalysis data, which is a high-quality dataset with a 
complete series of climate data over the entire world (0.25◦ × 0.25◦

spatial grid) from 1950 until today, in quasi-real time (Hersbach et al., 
2020). The netCDF files distributed by ECMWF are however not 
designed for typical hydrological applications. Indeed, the chunking 

Table 3 
Features and functionalities for model input generation (geospatial analysis and data pre-processing).  

Process Description Notebook containing example 

Watershed 
delineation 

Given latitude and longitude coordinates that point to a North American watershed, returns the watershed 
polygon containing the coordinates or the entire upstream water basin. Used to delineate watersheds based on 
small-scale watershed units. 

01_Extracting_watershed_boundaries 

Raster subsetting Allows to clip raster files, such as a DEM, according to a watershed polygon shapefile, and return the raster 
subset. 

02_Extract_geographical_watershed_properties 

Terrain analysis Extracts some basic properties of a DEM for a watershed, such as elevation, slope, and aspect. 02_Extract_geographical_watershed_properties 
Shape properties Extracts properties form a watershed polygon, such as area, perimeter, gravelius index and centroid 

coordinates. 
02_Extract_geographical_watershed_properties 

Zonal statistics Allows extracting categorized data from rasters, such as for land cover ratios for a given watershed in North 
America (uses the North American Land Cover Monitoring System classification). 

02_Extract_geographical_watershed_properties 

Automated 
configuration for 
semi-distributed 
watersheds 

Script to convert GIS layers from the BasinMaker Toolbox (Han et al., 2023) (http://hydrology.uwaterloo.ca 
/basinmaker/) into subbasin and routing configuration. 

Distributed_hydrological_modelling 

Extract ERA5 
meteorological 
data 

Allows users to efficiently obtain subsetted ERA5 precipitation and temperature data for anywhere over North 
America. 

03_Extracting_forcing_data 

Data subsetting, 
averaging, time 
shifting and other 
data processing 
tools. 

Direct access to the python xarray package to process netcdf files and datasets allows users to tailor the data to 
the specific needs for their use-case. 

03_Extracting_forcing_data 
08_Getting_and_bias_correcting_CMIP6_data 

Hydroshare 
Integration 

Access HydroShare using the user’s sign-in key to explore catalogs, gather data and integrate data into 
workflows. 

HydroShare_integration  
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pattern used by ERA5 is designed for applications looking at large spatial 
areas one time step at a time. Hydrological applications rather look at 
long time periods over smaller areas. This mismatch can dramatically 
slow down data access. Tests showed that gathering 30 years of ERA5 
climate data for a single medium-sized catchment (2500 km2) required 
approximately 2 h of processing time. 

To increase processing speed, a number of measures were put in 
place. First, commercial cloud-based object storage space with high 
throughput was purchased. Second, ERA5 files were rechunked along 
the spatial dimension, such that querying long time series is more effi-
cient. Third, data were stored in zarr format and hosted on a public 
Amazon S3 bucket to take advantage of distributed object storage 
technology. An intake catalog indexes individual files and quickly and 
efficiently retrieves the data. Together, these measures make it such that 

the speed at which data is delivered is limited by internet bandwidth 
rather than computing power. This data can be accessed through the 
Jupyter Notebook titled “03_Extracting_forcing_data.ipynb” demon-
strating ERA5 data access on the PAVICS-Hydro platform as well as in 
the supplementary information. The same data request now takes 2 s 
rather than 2 h. This was a breakthrough that was solved by community 
members that were outside the project team, highlighting the advan-
tages of collaboration in open-source software. Note that this database 
currently only contains hourly ERA5 precipitation and temperatures 
covering the globe. There is an ongoing effort to also include ERA5-Land 
hourly precipitation and temperatures as well as snow-water equivalent 
(SWE), which should be made available later in 2023. More data could 
be added in time if an alternate funding source can cover the long-term 
data hosting costs. These datasets are continuously updated once per 
week with the available data as they become available from the official 
ERA5 database. 

It is important to note that running a very large (e.g., continental- 
sized) watershed in semi-distributed mode over long periods with 
distributed ERA5 meteorological data could overwhelm the PAVICS 
system memory in certain cases. In those cases, users should consider 
running their model locally using the RavenPy package, but can also 
gather the ERA5 data they need from the platform independently. For 
example, Raven can run in distributed mode over a 275,000 km2 

watershed and be calibrated with 10,000 model evaluations without any 
problems on a standard computer (Brown and Craig, 2020), but larger 
catchments or models remain untested. The ERA5 database is also 
accessible to users outside of PAVICS-Hydro and is used by many 
research groups throughout the world to ensure quick and efficient ac-
cess to this data. 

Another option that has been included in PAVICS-Hydro is the pos-
sibility of getting data directly from the HydroShare database. This al-
lows for a greater level of interoperability and allows users to build 
workflows with archived data that makes workflows more repeatable. 
An example workflow for HydroShare access using Notebooks is avail-
able in the “HydroShare_Integration.ipynb” notebook. 

3.2. User interaction: the struggle between user-friendliness and 
complexity 

A crucial design element of an online scientific platform is the 
method by which users will interact with the software. Many platforms 

Table 4 
Features and functionalities available in PAVICS-Hydro for hydrological 
forecasting.  

Process Description Notebook containing example 

Hot-start file 
creation 

Save final model states 
after a data- 
assimilation run or 
simulation as a hot- 
start file for the next 
simulation period. 

07_Making_and_using_hotstart_files 

Data 
assimilation 

Generate initial 
hydrological model 
states in preparation of 
a forecast using an 
Ensemble Kalman 
Filter. 

10_Data_assimilation 

Extended 
streamflow 
prediction 
(ESP) 

Generate streamflow 
forecasts using 
historical 
meteorological forcing 
data at the forecast 
Julian day as a proxy 
for long-term climate 
forecast probabilities. 

11_Climatological_ESP_forecasting 

Real-time 
streamflow 
forecasting 

Generate real-time 
streamflow forecasts 
using the Environment 
and Climate Change 
Canada (ECCC) 
weather forecasts 
made accessible 
through PAVICS- 
Hydro using a pre- 
calibrated Raven 
model, ideally using 
the data assimilation 
implementation to 
prepare the model for 
the forecast. 

Hydrological_realtime_forecasting 

Streamflow 
hindcasting 

Test forecasting 
methods and 
techniques on 
historical forecast 
data, using an 
archived ECCC 
database (CaSPAr). 

12_Performing_hindcasting_experiments 

Forecast 
verification 

Evaluate the skill of 
forecasts using 
multiple common 
forecast verification 
metrics over the 
hindcasting period; 
compute statistics on 
the real-time forecasts. 

11_Climatological_ESP_forecasting 

Flood risk 
analysis 

Predict the probability 
of flooding based on 
an ensemble 
streamflow forecast 
and a threshold flood 
value. 

Assess_probabilistic_flood_risk  

Table 5 
Features and functionalities available in PAVICS-Hydro for climate change 
impact studies.  

Process Description Notebook containing example 

Extract 
CMIP6 
climate 
model data 

Subset CMIP6 
climate model data 
anywhere in the 
world. Uses Pangeo 
catalogs to query 
data in the cloud. 

08_Getting_and_bias_correcting_CMIP6_data 

Bias- 
correction 

Bias-correct 
climate model data 
using a reference 
dataset such as 
ERA5. Uses the 
xclim Python 
package to expose 
many bias- 
correction 
algorithms. 

08_Getting_and_bias_correcting_CMIP6_data 

Simulating 
impacts of 
climate 
change 

Built-in support for 
climate model 
input data, 
including non- 
standard 
calendars. 

09_Hydrological_impacts_of_climate_change  
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opt for easy-to-use graphical user interfaces (GUIs), which typically 
widens access to less code-savvy scientists, with mouse-clicks, check-
boxes, and option buttons. This was first considered for PAVICS-Hydro; 
however, discussions with user groups showed that more experienced 
users disliked the fact that GUIs make batch operations more difficult, or 
even impossible. Furthermore, reproducing research work based on 
interaction with a GUI is a process that can be inconsistent due to the 
required human intervention. Finally, GUI development requires 
considerable software engineering resources, including expensive front- 
end expertise. Given a finite budget, investing in a front-end necessarily 
reduces the number of scientific applications that can be developed and 
maintained. On the opposite end of the spectrum, some platforms use 
APIs to gather requests and return results directly, without any GUI. 
Users must learn all the options through the documentation. This makes 
the learning curve very steep, but gives complete control over the op-
erations to users, including batch-processing and duplicating results 
easily. 

For PAVICS-Hydro, a compromise between user-friendliness and the 
ability to customize workflows, reproduce methodologies and maximize 
efficiency was found in the adoption of Jupyter Notebooks, which can be 
seen as an intermediate solution between a GUI and pure API or code 
access. They can contain widgets that make certain graphical in-
teractions possible, such as displaying and interacting with figures, 
maps, and simple menu items. Multiple interacting widgets may be 
combined to build dashboards, and the underlying notebook may be 
hosted on the platform as a stand-alone web page, providing a low-cost 
solution to prototype graphical application interfaces. JupyterLab and 
the use of Jupyter Notebooks were found to provide excellent properties 
for complex use cases and power-users, as they can build upon existing 
codes and be customized as needed, while they allow users to also 
perform batch calculations for larger-scale studies. Some examples of 
this flexibility are given in the Jupyter Notebook “Managing_Jupyter_-
Environments.ipynb” on the platform and summarized here: 

• Containerized JupyterLab environments means users can install Py-
thon packages in their instance by pip/mamba, including other hy-
drological models coded in Python; 

• Deleting/shutting down your server instance will reset the environ-
ment but preserve all files, such that breaking the environment is not 
permanent;  

• The exact environment setup can be exported to a file such that it is 
possible to replicate it exactly if there are ever upgrades, updates or 
other modifications that break user code.  

• Data is preserved permanently in the user account and can be 
downloaded. Storage availability is based on a good faith approach 
to resources management. Users that request disproportionate 
amounts of storage or computing power for long periods of time will 
be contacted by platform managers to find alternative solutions.  

• Unlimited use of the available computing power when launching 
simulations, including no timeout or wall-time for simulations, 
except for synchronous WPS geoprocessing requests that have a 
timeout of 4 min. Of course, the more users are present, the fewer 
resources are available and requests can be queued in case of very 
busy periods. 

This solution is also more flexible than GUIs, in which users are 
constrained to using the available control options. This is a useful 
feature for researchers that use the platform for developing new 
methods and tools, which would be difficult or expensive to maintain on 
a GUI-based platform. 

Example notebooks are included in the documentation as tutorials and 
are tested nightly on the same environment running on the Jupyter server to 
ensure that the regular updates and feature additions to the platform are 
backwards-compatible with existing Notebooks. This integration testing 
adds to the suite of unit tests running automatically with each code change. 
The testing environment can be found at this link (Vu et al., 2023b). 

3.3. Other lessons learned 

The initial thrust of the project was to provide hydrological modeling 
capability through WPS services. The interface to the Raven modeling 
framework was then a backend component, entirely hidden from end- 
users. This interface consisted in a mechanism where the parameters 
given through WPS requests were plugged into model configuration text 
templates. Because the WPS interface limits user interactions, some 
additional logic in the backend was necessary to infer configuration 
information that would be too tedious to ask of users. 

As the project advanced and we realized that running model simu-
lations from a remote server through WPS requests made experimenta-
tion more difficult, not less, we decided to bring the Raven interface 
closer to users, and made the Raven framework interface available as a 
standalone library (RavenPy). Code previously in the backend was 
exposed to end users, but without major refactoring to avoid breaking 
WPS processes depending on it. Because the backend was not initially 
designed to be exposed, its interface was not intuitive for existing Raven 
users. In addition, the hidden logic that was necessary in the backend 
now created additional difficulties due to the much wider range of use- 
cases it had to handle. Ultimately, we entirely refactored RavenPy with 
the view that it would primarily be used by Raven users, rather than as a 
cog in the backend. This considerably simplifies the code base and will 
hopefully make further maintenance much easier. 

In the same vein, we initially wanted to host all data internally, 
propose custom codes for all features we wished to expose to users, and 
generally control as much of the environment as possible. However, we 
eventually realized that it’s preferable to develop modular components 
that end users are responsible for putting together, rather than trying to 
maintain solutions for every combination of data, model and configu-
ration. We removed code perceived as too specific, and increasingly 
relied on other packages to provide functionality. This allowed us to 
focus our attention on fewer components and spread the maintenance 
effort over a larger developer community. In retrospect, the pressure to 
reach development milestones might have contributed to feature creep. 
Hopefully this experience will also help future platform developers 
avoid similar pitfalls. 

4. PAVICS-hydro features and structure 

In the following section, a few features of the PAVICS-Hydro plat-
form are presented. These are also demonstrated in Jupyter Notebooks 
that provide step-by-step workflows to perform specific research and/or 
data processing tasks and should be consulted for more details (see 
Tables 2–5). Notebooks cover a wide range of possible applications, 
including general hydrological modeling, streamflow forecasting, and 
climate change impact studies on hydrology over North American 
catchments. 

4.1. General hydrological modeling 

General hydrological modeling requires the extraction of hydro-
climatic data, geographical catchment properties (latitude, longitude, 
area, mean altitude, land use, etc.) and catchment boundaries before 
setting-up a hydrological model. All this information can be obtained 
using remote services through PAVICS-Hydro. These services connect to 
a digital elevation model (DEM) and a land-use dataset to extract rele-
vant information for the studied catchment. The DEM used is the 
EarthEnv-DEM90 (Robinson et al., 2014) while the land-use dataset is 
the North American Land Change Monitoring System (Latifovic et al., 
2016). Other data sources could also be used depending on their avail-
ability as the platform allows the use of other packages or databases 
according to user specifications, as long as these are accessible online. 
Catchments whose boundaries are to be defined make use of the 
worldwide and most detailed level of the HydroSHEDS database to 
provide drainage basin contours (Lehner et al., 2008), using the closest 
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subbasin to the pour point as the basin outlet. A GeoJSON file with the 
catchment boundaries is then made available for download and useable 
for other modeling steps, such as extracting meteorological input data. 
This meteorological dataset can be extracted within the catchment’s 
boundaries or in the surrounding region after specifying the required 
spatial and temporal extents. 

The implementation of the hydrological model is done through the 
Raven modeling framework. Eight hydrological models are available in 
a lumped or distributed mode: GR4J (Perrin et al., 2003), HBV 
(Bergström, 1995), HMETS (Martel et al., 2017), HYPR (Ahmed et al., 
2020), MOHYSE (Fortin and Turcotte, 2007), SAC-SMA (Burnash et al., 
1973), Canadian Shield (an in-house model that represents the Canadian 
Shield hydrology particularly well), and the Blended Model (Mai et al., 
2020a). While Raven does not explicitly “contain” these models, it in-
cludes processes that allow it to emulate them either perfectly or almost 
perfectly. Therefore, running a Raven implementation of HMETS or 
GR4J is essentially the same thing as running the original source code for 
those models. One drawback, however, is that our implementations 
makes some assumptions (GR4JCN implements the CemaNeige snow 
module automatically with a single altitude band for example). The 
model parameters can be calibrated using spotpy (Houska et al., 2015). 
Ravenpy sets defaults for the lower and upper boundaries of the 
parameter search space, the optimization methods (using the default 
option of the Dynamically Dimensioned Search algorithm; Tolson and 
Shoemaker, 2007) and the maximum number of model evaluations. At 
the end of the model calibration step, the best parameter set as well as 
the score of the objective Nash-Sutcliffe Efficiency (or other user-defined 
functions) are provided, and users can analyze the calibration results. 

General statistics of the streamflow time-series can be computed in 
addition to flow indicators (e.g., base flow index) and specific analyses 
of times series (e.g., frequency analysis). A regionalization package in 
RavenPy is available to provide estimated streamflow (best estimate and 
ensemble) at an ungauged site using three pre-calibrated hydrological 
models (GR4JCN, HMETS, and MOHYSE) and a large hydrometeoro-
logical database with catchment attributes and observed streamflow 
(Extended CANOPEX; Arsenault et al., 2016). Multiple regionalization 
strategies are proposed to estimate flows at the ungauged sites, as 
described in Table 6 (Arsenault et al., 2015). 

4.2. Streamflow forecasting 

PAVICS-Hydro supports data assimilation of streamflow to prepare 
the model states of a forecast by wrapping the assimilation tools avail-
able in Raven. The Ensemble Kalman Filter (EnKF) data assimilation 
method is used for the initialization of the hydrological model states. 
This also helps improve the forecast skill for shorter-term forecasts (i.e., 
up to a few days lead-time), and in some instances, can also improve 
longer-term forecasts. In the data assimilation notebook (see Table 4), 
two simulations are performed to demonstrate the ability of the data 
assimilation method to improve the model states and reduce initial 
biases: 1) an open-loop simulation without data assimilation, and 2) 
simulation with EnKF data assimilation. Users can define the experi-
mental conditions for the assimilation (i.e., the state variables to be 
assimilated), the distribution and shape of random perturbations, the 
number of members, the assimilation period and frequency. Assimilated 
states can be used as a starting point for hydrological forecasts, and 
performance can be validated using a hindcasting dataset. 

A climatological Extended Streamflow Prediction (ESP; Day, 1985) 
forecast can also be performed by using historical weather as a proxy for 
future weather. The general idea is to initialize the state of the hydro-
logical model to represent current conditions, but instead of using 
weather forecasts to predict future flows, the hydrological model is run 
with observed historical weather series from past years. For instance, 30 
years of weather observations give 30 different forecasts. The accuracy 
and reliability of the forecast ensemble are then evaluated by different 
probabilistic metrics, such as the CRPS and the rank histogram metric 

using the climpred package (Brady and Spring 2021). A climatology ESP 
hindcast can also be performed over multiple years to assess the forecast 
skill. Other streamflow forecasts can be done through PAVICS-Hydro, 
such as real-time streamflow forecasts with the Environment and 
Climate Change Canada (ECCC) weather forecasts and streamflow 
hindcasts using the Canadian Surface Prediction Archive (CaSPAr; Mai 
et al., 2020b) archived weather forecasts. 

The risk of flooding can be estimated from a threshold extracted from 
a frequency analysis of observed data. To do so, the forecasting abilities 
and the time series analysis capabilities are combined in a single 
seamless process to estimate the flood risk of a probabilistic forecast. A 
frequency analysis is first performed on an observed time series, then the 
streamflow associated to a given return period is estimated. A climato-
logical ESP forecast is then performed, and the probability of flooding 
(exceeding the threshold) is estimated given the ensemble of members in 
the probabilistic forecast. 

4.3. Hydrological impact studies 

PAVICS-Hydro provides a method to gather climate simulations 
quickly and efficiently from the Coupled Model Intercomparison Project 
Phase 6 (CMIP6; O’Neill et al., 2016) with as little user-input as possible 
through the Pangeo catalog (Pangeo Team, 2023). It allows the auto-
matic extraction of the climate model simulations in the CMIP6 exper-
iment as defined by the watershed boundaries. The users need to choose 
the climate variables, the shared socioeconomic pathway (SSP) sce-
narios, the future time periods of interest as well as the model member. 

A Jupyter Notebook is available to guide the users on how to conduct 

Table 6 
Description of the regionalization methods available in PAVICS-Hydro.  

Name of the regionalization method Description 

Multiple linear regression Ungauged catchment parameters are 
estimated individually by a linear 
regression against catchment properties. 

Spatial proximity The ungauged hydrograph is an average 
of the n closest catchments’ 
hydrographs. 

Physical similarity The ungauged hydrograph is an average 
of the n most similar catchments’ 
hydrographs. 

Spatial proximity with inverse distance 
weighting 

The ungauged hydrograph is an average 
of the n closest catchments’ 
hydrographs, and the average is 
weighted using inverse distance 
weighting. 

Physical similarity with inverse distance 
weighting 

The ungauged hydrograph is an average 
of the n most similar catchments’ 
hydrographs, and the average is 
weighted using inverse distance 
weighting. 

Spatial proximity with inverse distance 
weighting and regression-based 
augmentation 

The ungauged hydrograph is an average 
of the n closest catchments’ 
hydrographs, and the average is 
weighted using inverse distance 
weighting. The method uses the 
Extended CANOPEX dataset to estimate 
model parameters using multiple linear 
regression. Parameters whose regression 
r2 is higher than 0.5 are replaced by the 
multiple linear regression estimated 
value (Arsenault and Brissette, 2014). 

Physical similarity with inverse distance 
weighting and regression-based 
augmentation 

The ungauged hydrograph is an average 
of the n most similar catchments’ 
hydrographs, and the average is 
weighted using inverse distance 
weighting. The method uses the 
CANOPEX dataset to estimate model 
parameters using multiple linear 
regression, as for the spatial proximity 
variation.  
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bias correction of climate model simulations that will be fed as inputs to 
the hydrological model in order to perform climate change impact 
studies on hydrology. PAVICS-Hydro supports various methods to bias- 
correct CMIP6 climate simulations, such as quantile mapping, detrended 
quantile mapping, multivariate quantile mapping bias correction algo-
rithm (MBCn; Cannon, 2018) and a bias-adjustment method based on 
the principles of Principal Components Analysis (PCA; Hnilica et al., 
2017). The bias correction methods are proposed through the “xclim” 
Python package (Smith et al., 2023), which provides tools and utilities 
for hydro-climate indicator calculations and bias-adjustment algo-
rithms. Users need to extract the historical period and future period data 
of the climate model to perform the bias correction method using the 
provided templates. The reference data used as the baseline for the bias 
correction is the ERA5 reanalysis, but users can easily substitute their 
own dataset. Then, correction relationships between the reference 
dataset (ERA5) and historical dataset (climate model simulations for the 
same time period) are found. The correction relationships obtained are 
then applied to both reference and future climate simulations to correct 
them. Finally, the hydrological model can be run with the bias-corrected 
climate data for both user-defined reference and future periods to 
generate streamflows and evaluate the impacts of climate change on the 
hydrology of the catchment of interest. 

4.4. Adaptability, customization and performance 

While PAVICS-Hydro provides a set of tools that are ready-to-use for 
many use-cases and applications, it also allows users to modify codes 
and processes for custom workflows. This requires users to install Rav-
enPy locally using the developer installation method. Installing the 
software in developer mode can be done by following the instructions 
available on the RavenPy readthedocs documentation (Huard et al., 
2023). This allows users to modify the RavenPy package and add, 
modify and customize codes that can be useful, such as defining new 
emulators, implementing specific algorithms for optimization or data 
assimilation, adding new forecasting datasets with particular features, 
regionalization options, and so forth. Such changes can also be sub-
mitted on the project GitHub for possible integration into a future 
RavenPy release, which would then be available on the RavenPy 
installation on the server. Furthermore, users can install other Python 
packages (as demonstrated in the “Managing_Jupyter_Envrionments. 
ipynb” notebook), including other Python-based models, which can be 
integrated into workflows for data processing and output analysis. As 
long as these packages are available on the Python Package Index (PyPI) 
or Conda, they are also accessible to the server and to users. Finally, 
another method for adding hydrological models is to modify the Raven 
source code directly as described in Craig et al. (2020). 

In terms of performance, results will depend on the hardware 
running Raven and on the server load when running on the online portal. 
Nonetheless, the platform can handle distributed hydrological model-
ling well, even for medium to large size catchments. One limitation is 
that of basin size when invoking the land-use properties WPS service. 
Due to the resolution of the underlying dataset, catchments with sizes 
above 100,000 km2 will display an error message if attempting to submit 
such a WPS request. Another limitation to be aware of is that of model 
calibration, which sees some small performance hits due to all of the 
overhead related to file I/O required by Raven, but that is usually 
negligible for larger models and/or longer simulations, where I/O be-
comes less significant. We provide an analysis of simulation times for 
some common examples in Table 7. 

We can see that the runtime is affected by two components: the I/O 
process and the actual model runtime. These examples are for a daily 
timestep and would scale linearly according to the timestep. For single 
model simulations, the I/O can be a significant portion of the runtime. 
This can be seen in the scaling of the lumped GR4J simulation, which 
shows that for short simulations, the runtime can be as high as 0.18 s per 
year of simulation, whereas the same model run on a 30 year period has 

a runtime of [3.27s/30 = ] 0.11 s per year of simulation. Thus, the more 
years of simulation, the lower the impact of the I/O overhead. In terms 
of calibration, it can be seen that the runtime shows the same patterns, 
but since the I/O (new configuration files with updated parameter 
values as input, objective function as output) must be rewritten at each 
model evaluation, the runtime increases linearly with the number of 
model evaluations. Note that the model outputs are minimized in cali-
bration such that only the objective function is written to disk. Hydro-
graphs and model states are not written in these cases as they are not 
necessary for the calibration procedure. Finally, simulation time for the 
distributed model shows longer runtimes than the lumped model, which 
is expected, and also shows the same I/O overhead effect. Here, a single- 
year simulation has a runtime of 1.24s per simulation year, and a 30- 
year simulation takes [15.53s/30 = ] 0.52s per simulation year. 

5. Applications 

To illustrate the use of PAVICS-Hydro, an example application is 
briefly presented. It illustrates the ability of PAVICS-Hydro to simply 
and efficiently setup a hydrological model and all required data and 
calibrate the model to obtain calibrated parameter sets. It also extracts 
and bias-corrects climate model data to allow climate change impact 
assessments on the catchment’s hydrology. The Jupyter Notebook and 
required data are available either on the PAVICS-Hydro platform (in the 
“paper” folder when logging in), or in the official release of RavenPy as 
shown in Table 1. This notebook can be uploaded to the PAVICS-Hydro 
server into any user account and run to obtain the results shown in this 
paper. The example case study is applied to the Mistassini catchment in 
Canada as shown in Fig. 2. All data were taken from the HYSETS data-
base (Arsenault et al., 2020). 

The notebook first presents the geographical extraction tools and 
applies them to the Mistassini catchment. The code returns catchment 
properties, such as land-use fractions, area, slope, elevation, aspect, and 
other characteristics. These can be used to set up the hydrological model 
or for any other research use. The platform lets users download the 
extracted datasets in raster format, but only the basin-averaged values 
are computed in this example for simplicity. The required weather data 
to drive the model are then extracted using a call to the ERA5 reanalysis 
dataset we store on Wasabi, a data hosting service running on Amazon 
S3. Data is spatially averaged over the catchment and saved to the 
NetCDF format for the Raven hydrological modeling framework to be 
able to access it. This means the data is also downloadable locally for 
users that only want to extract data quickly for their projects. Data for 
climate change impact assessments are then extracted. To do so, the 
ERA5 dataset is used as the reference dataset, and the MIROC6 climate 
model using the SSP5-8.5 scenario is selected for the climate change 
aspect. The notebook presents a boilerplate code to extract the climate 
model data from the Pangeo catalog on Google Cloud which can be 
easily adapted to use another climate model. Data for the reference 

Table 7 
Run times of common hydrological model simulations and calibrations as a 
function of model complexity and number of simulation years.  

Simulation 
duration 
(years) 

Lumped GR4JCN model Distributed 
GR4JCN 
model (176 
HRUs) 

Simulation 
time (s) 

Calibration 
time - 100 
evaluations 
(s) 

Calibration 
time - 1000 
evaluations (s) 

Simulation 
time (s) 

1 0.18 – – 1.24 
5 0.59 13.84 145.61 3.41 
10 1.08 17.51 180.10 5.62 
20 2.15 25.25 274.17 11.49 
30 3.27 33.28 340.15 15.53  
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period (1981–1990) and future period (2081–2090) are extracted and 
spatially averaged over the catchment using the “clisops” subsetting 
tools. These shorter periods were used purely for demonstration pur-
poses and to keep computation times low. Actual research should use 
more years, ideally 30-year windows to capture climatology (Nav-
arro-Racines et al., 2020). All data are processed to convert units to 
those used by Raven. The “xclim” post-processing package is used to 
bias-correct the climate model data with a detrended quantile mapping 
approach. This is one of many available methods in “xclim” that is also 
integrated into PAVICS-Hydro; therefore, users can adapt the code to 
their use-case. Finally, processed datasets are saved to the NetCDF 
format for both the reference and future periods. 

The next step is to set-up the hydrological model. RavenPy allows 
emulating eight hydrological models, and for this case study, the GR4J 
hydrological model coupled with the CemaNeige snow routine (Valéry 
et al., 2014), henceforth called GR4JCN, is selected. GR4JCN is cali-
brated on half of the reference period using the spotpy calibration 
package and ERA5 data as observations, and validated on the other half 
of available data. The results for the validation period are presented in 
Fig. 3. The model underestimates the flow during the onset of spring 
snowmelt but overestimates the winter low flow. The timing of all peak 
flows is adequately captured, returning an overall Nash-Sutcliffe effi-
ciency score of 0.49. However, some aspects, such as the representation 
of the peak flow magnitude, could be improved. In this application, a 
limited number of model evaluations (200) was used in the calibration 
to keep computing times short for demonstration purposes. Increasing 
the number of model evaluations will help improve the models’ skill. 

The final calibrated model parameters and catchment properties are 
extracted and can be saved by the user for future tasks. In this example, 
the next steps after the model creation and calibration are to run the 
model with both the bias-corrected reference and future climate model 
datasets to evaluate changes in future hydrographs. The resulting 
hydrographs can be compared for both periods in terms of peak, median 
or low-flow indicators, for example. The mean annual hydrograph for 
both periods are presented in Fig. 4, along with the validation period 
and observed flows. It can be seen that the future period hydrograph has 
an earlier melt season, a dryer spring season, and a wetter fall season 
compared to the reference period, but that the reference and validation 
flows are similar to the observations, as expected. 

Users can download the generated streamflow files and figures, or 
they can simply analyze the data directly on the PAVICS-Hydro platform 
by using one of the many available statistical analysis tools made 
available to users. 

6. Discussion and conclusion 

The PAVICS-Hydro platform is an open-source, user-friendly, flex-
ible, and powerful research tool for hydrology and hydroclimatology 
that is free to use for anyone, and operational at https://pavics.ouranos. 
ca. It allows users to simplify many aspects of their research and to 
develop training materials that can be easily shared and replicated. One 
of its advantages is to grant professionals access to a programming 
environment that is continually updated with the latest version of sci-
entific libraries. This is especially useful when office policies and IT staff 

control which pieces of software can and cannot be installed on indi-
vidual computers. 

The complexities involved in developing and maintaining an active 
platform are, however, not to be underestimated. One early mistake was 
to package hydrological services behind a WPS API while they were still 
in heavy development. For one, client-server interactions bring their 
own set of bugs, independent from the service logic. Also, debugging and 
testing the services through all the different software layers adds friction 
and complexity that slows the development of the actual scientific 
content. For example, for security reasons, servers typically do not 
display the full stack traceback when failures occur, making bugs more 
difficult to diagnose. We eventually decided to focus our WPS interface 
efforts on simple operations that absolutely required server interactions, 
such as extracting watershed properties from databases hosted on the 
server. Complex operations, such as hydrological model calibration, 
simulations, and analyses, would run directly in the Jupyter Notebook 
engine, instead of being offered through the WPS API as initially 
envisaged. 

Conversely, one early decision that proved beneficial was to insist on 
using netCDF as the standard data format, and the CF-Convention as the 
metadata standard. Although this required conversion efforts, enforcing 
data and metadata standards allows for greater interoperability, and 
reduces the amount of boilerplate code needed to write complex scien-
tific workflows, as suggested by Miles (2014) and Knoben et al. (2022). 

This paper attempts to shed some light on the decision choices and 
challenges faced during the platform development and provides guid-
ance for the next generation of scientific research platforms. This, 
hopefully, will help other developers in the design and implementation 
of similar platforms, as more and more online research portals come 
online. One of the most important decisions that shaped the platform 
into its current form was the selection of an interaction mechanism. We 
opted for Jupyter Notebooks, as a compromise between fully-fledged 
GUIs and powerful but unwieldy API strategies, and we are seeing 
positive feedback both from novice and power users. Developers of 
platforms in similar situations should consider these compromises 
carefully during the design phase and ensure that they have the ability, 
time and resources to develop, adapt and maintain similar 
dependencies. 
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