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ABSTRACT Industrial Control Systems (ICSs) have entered an era of modernization enabled by the recent
progress in Information Technologies (IT), particularly the Industrial Internet of Things (IloT). This enables
better automation of industrial processes but now exposes the ICSs to cyber-attacks that exploit the IIoT
vulnerabilities. Thus, to ensure ICSs security, numerous research works have focused on designing Intrusion
Detection and Prevention Systems (IDPSs), and deep learning has recently received considerable attention,
as it has the potential to improve detection accuracy. However, most of the proposed deep learning solutions
focus only on the model’s accuracy without considering latency, which is an essential requirement in many
ICSs. The novelty of this paper is the time complexity analysis of Deep Neural Networks (DNNs) and
the design of a low latency and robust deep learning-based collaborative IDPS. The proposed architecture
employs two classification models. In the first model, a lightweight DNN is used to perform a binary
classification, i.e., normal or attack, which ensures rapid intrusion detection. A second model ensures the
identification of the type of attacks by performing a multi-class classification of the detected anomaly, which
is handled by a robust and complex DNN in order to achieve higher accuracy. This research also proposes
intrusion response measures to deal with detected attacks, first after the anomaly detection, and then after
the identification of the attack type. An experimental evaluation has been provided using various detection
features, datasets, DNN algorithms, and the results demonstrate the effectiveness of the proposed solution.

INDEX TERMS Deep learning, industrial control system (ICS), industrial Internet of Things (IIoT),
intrusion detection system (IDS), intrusion response system (IRS), network security, smart factory.

I. INTRODUCTION States (USA) in 2020, which is a significant increase com-

Industrial facilities are usually highly delicate and risky envi-
ronments, requiring maximum safety and security to work
with potentially dangerous chemicals and tools, and pri-
vacy to manufacture highly competitive products. Therefore,
many security, safety, and privacy standards have been imple-
mented over the years to protect these environments [1], [2],
[3]. However, industrial accidents and disasters still occur fre-
quently worldwide and cause significant damages, including
deaths, injuries, economic losses, and long-term environ-
mental impacts. According to the survey published in June
2021 by the research department of the database company
Statista, there were 984 explosive incidents across the United
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pared to previous years [4]. The sources of these explosions
include manufacturing plants, electric utilities, petroleum
industries (upstream, midstream, downstream, pipelines), and
other chemical factories. The evolution of the industrial
domain towards the new era of modernization driven by
the Industrial Internet of Things (IIoT) enables real-time
safety applications to prevent the traditional risk of inci-
dents. However, it generates new security risks, notably from
cyber-attacks that exploit the vulnerabilities of the connected
objects.

Unlike traditional standalone Industrial Control Systems
(ICSs), which used to be isolated from Information and
Communication Technology (ICT) networks, new ICSs inte-
grate these networks to enable high-level process supervisory
management. Indeed, thanks to connected sensors, actuators,

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

VOLUME 11, 2023

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/

96317


https://orcid.org/0000-0001-6334-698X
https://orcid.org/0000-0002-5025-6624
https://orcid.org/0000-0001-7535-141X

IEEE Access

P. llly, G. Kaddoum: Collaborative DNN-Based Low-Latency IDPS

and IIoT devices, manufacturing equipment (pumps, valves,
compressors, tanks, etc.) and manufacturing conditions (air
quality, humidity, temperature, etc.) can now be easily mon-
itored and controlled remotely using computers, tablets,
or smartphones. For more efficient control systems operation
(better resource allocation, easier and faster data collection),
many industries are adopting the Supervisory Control And
Data Acquisition (SCADA) architecture. This architecture
is generally made up of three main levels. The first level
consists of sensors and actuators, where the sensors collect
data about the system, and the actuators control the system’s
state. The second level is composed of Programmable Logic
Controllers (PLCs), which are connected to the first level in
order to control the actuators and collect information from
the sensors. The third level contains the supervisory controls,
which communicate with the PLCs to send control commands
from workstations, store the system data in servers (data
historians), and provide a visual representation of the system
on a Human-Machine Interface (HMI). Fig. 1 illustrates a
generic SCADA system.
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FIGURE 1. Generic SCADA architecture.

In terms of industrial safety and security, the adoption
of ICT, especially IIoT, brings a lot of opportunities and
challenges. For instance, a factory safety system integrated
with the factory automation system can provide additional
safety services, such as personalized alerts (e.g., material
physical default, place humidity, abnormal temperature, etc.),
access control, occupancy detection, person identification,
central locking of all perimeter doors and windows, remote
surveillance of security cameras and sensors over the Internet,
and others. However, the factory’s IIoT can bring signifi-
cant security problems to the factory because of the secu-
rity vulnerabilities in IoT devices and software that hackers
could leverage to carry out malicious activities. For exam-
ple, attackers have found vulnerabilities in Siemens Step7,
a software used in PLCs, and exploited it to launch an attack
named Stuxnet. Stuxnet collected surveillance data, put ICSs
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into a critical state, and even falsely responded to prevent
alarms [5]. A successful cyber-attack on a smart factory may
have critical consequences, including private data leakage
and cyber-terrorism.

A. RELATED WORK

To overcome smart ICSs’ cyber-security challenges, the
research community is active in designing solutions for dif-
ferent security layers, especially Intrusion Detection Systems
(IDSs), to detect malicious attempts (succeeded or failed)
to penetrate IloT networks. For example, Beaver et al. [6]
applied machine learning algorithms to detect malicious
Remote Terminal Unit (RTU) communications. The authors
used a dataset composed of labelled RTU telemetry data
from a gas pipeline system in the Mississippi State Univer-
sity’s Critical Infrastructure Protection Center, USA. In this
dataset, variants of command injection and data injection
attacks were considered. The authors implemented six dif-
ferent machine learning algorithms, including Naive Bayes,
Random Forests, One Rule (OneR), J48 (a type of Decision
Tree technique), Non-Nested generalized exemplars (NNge),
and Support Vector Machines (SVM). Their experimental
results demonstrated the ability of the learning algorithms
to detect these attacks. Lin et al. [7] established an industrial
control system test-bed where they examined operational
cases and developed a Modbus/Transmission Control Proto-
col (TCP) network attack program. They executed dozens
of penetration attacks successfully, including address and
function code scans, response and command injections, and
Denial of Service (DoS). All network activity, including
records of normal behavioral patterns, was collected. Exploit-
ing content from the data link layer through the application
layer, especially, Medium Access Control (MAC) and Inter-
net Protocol (IP) addresses, TCP ports, and Modbus functions
and data, the authors planned as future research to build
on machine learning-based detection models, e.g., a one-
class SVM to find outliers, and thus effectively detect the
occurrence of abnormal events. Teixeira et al. [8] developed
a SCADA system test-bed where they conducted sophisti-
cated cyber-attacks, including port and address scans, device
identification attacks, and exploits. The authors captured the
network traffic during the attacks, extracted features, and built
a dataset for training and testing different machine learning
algorithms. Five shallow machine learning algorithms were
trained to detect the attacks, namely, Random Forest, Deci-
sion Tree, Logistic Regression, Naive Bayes, and K-Nearest
Neighbors (KNN). Their evaluation results showed the effi-
ciency of the machine learning models in detecting the attacks
in real-time.

To achieve low computational complexity and latency in
anomaly-based intrusion detection models for SCADA net-
works, Ullah and Mahmoud [9] implemented a feature selec-
tion filter based on the information gain. Using an industrial
control system dataset developed at the Distributed Analytics
and Security Institute at Mississippi State University, the

VOLUME 11, 2023



P. llly, G. Kaddoum: Collaborative DNN-Based Low-Latency IDPS

IEEE Access

proposed model selected a subset of five features out of the
20 initial features.

The dataset was used to train a J48 classifier. Then,
then a Bayesian network classifier was used to develop
the proposed model, which correctly classified all instances
of the binary-labelled and categorized-labelled datasets.
An Le et al. [10] proposed an Intrusion Detection and Pre-
vention System (IDPS) that leveraged the Software-Defined
Networking (SDN) approach to reduce the cost and decrease
detection and mitigation latency. In the proposed system, the
authors employed a C4.5 Decision Tree algorithm to build the
detection model. The data used to train the model included
25 basic features (packet headers) and derived features
(features that are computed). The system was evaluated using
the probing and DoS attacks present in the 1999 DARPA
dataset and a small test-bed where they generated attacks con-
sisting of 3 types of DoS and 8 types of Probe. In the deploy-
ment, OpenFlow switches were implemented to replace
traditional switches, IDPS sensors, and the firewall, to reduce
the total cost of the IDPS.

Most of these solutions are based on shallow machine
learning methods; therefore, they may suffer from signifi-
cant limitations associated with shallow learning. To over-
come these limitations, recent research works investigate
deep learning-based IDSs. For example, Al-Abassi et al. [11]
demonstrated an attack detection model that leveraged Deep
Neural Networks (DNNs) and Decision Tree classifiers to
detect cyber-attacks in an ICS environment. Li et al. [12]
designed a deep learning-based intrusion detection model
by making use of a Convolutional Neural Network (CNN)
and a Gated Recurrent Unit (GRU). Then, the authors devel-
oped a federated learning framework, allowing multiple ICSs
to collectively build a comprehensive intrusion detection
model in a privacy-preserving way. Ling et al. [13] studied
the limitations of intrusion detection methods based on deep
learning, such as Long Short-Term Memory (LSTM) and
GRU, to highlight problems these methods are still fac-
ing, such as vanishing gradients and low training efficiency.
Then, the authors proposed an intrusion detection method
based on a Bidirectional Simple Recurrent Unit (BiSRU).
With skip connections employed, the optimized bidirectional
structure in the SRU neural network alleviated the vanish-
ing gradient problem and improved the training effective-
ness. The author in [14] proposed an Attention-based Bi-
Directional Gated Recurrent Neural Network (ABi-GRNN)
model with a Poor and Rich Optimization algorithm-based
hyper-parameter optimizer to build an efficient IDS for cyber-
physical systems. The proposed system applied blockchain
technology to boost security in the cyber-physical environ-
ment. The solution was evaluated using the NSL-KDD and
CICIDS datasets, and the experimental results showed bet-
ter precision compared to other DNNs, such as GRU and
optimal GRU.

Although instructive, most of these deep learning-based
IDSs for ICSs do not analyze the time complexity of
DNNs and the latency of the proposed detection models.
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To enable a timely identification of various attacks and
near real-time neutralization of threats, Shafi et al. [15] pro-
posed a fog-assisted SDN and blockchain-driven IDPS for
IoT networks. The authors employed three DNN-based clas-
sifiers, namely, Recurrent Neural Network (RNN), Multi-
Layer Perceptron (MLP), and Alternate Decision Tree (ADT)
in parallel with a voting system to identify attacks at the
edge network just beside IoT devices. This approach reduces
the detection latency by bringing the detection system as
near as possible to the edge devices. However, unlike our
approach, all classification models are deployed in cloudlet or
fog nodes, and no advantage is taken from cloud resources.
Alkadi et al. [16] proposed a distributed IDS that employed
a Bidirectional Long Short-Term Memory (BiLSTM) deep
learning algorithm to deal with sequential network data.
The proposed system implemented a blockchain and smart
contract method to provide privacy to the distributed intru-
sion detection engines. This approach provides security and
concurrently ensures data privacy in cloud environments but
does not address latency concerns for mission-critical IoT
applications.

In addition to the lack of time complexity analysis for most
DNN-based IDSs for ICSs, most previous studies do not con-
sider attacks classification and intrusion response methods
when attacks are detected, or the deployment architecture of
the deep learning-based IDSs within the ICS networks.

B. CONTRIBUTIONS

The novelty of this study is in its effort to design a DNN-based
IDPS that preserves mission-critical ICSs requirements.
Mission-critical ICSs refer to IIoT applications that require
high availability and low latency to ensure real-time oper-
ations. In such applications, security measures must be
designed to preserves the low latency requirement. There-
fore, this study proposes an intrusion detection and response
system that combines robustness and low latency. To achieve
robustness, this work identifies various detection features and
employs the most promising DNNs to build the detection
models. To meet the ICSs’ low latency requirement, the
structure of the neural networks and their time complexity
are studied. Then, a collaborative scheme that separates the
classification task into two consecutive models organized
based on a priority principle in the IDPS is implemented. The
first model, based on a lightweight DNN, performs anomaly
detection on local servers to allow timely attack detection and
response. The second model performs attack classification
of the anomalous traffic to help choose the suitable intru-
sion response measures to stop the attack. This multi-class
classifier is deployed in cloud servers to benefit from the
high computation resources available for running complex
DNNs. The major contributions of the proposed work are
four-fold:

« This paper proposes a time complexity analysis of the
DNNSs and highlights the variables that impact the train-
ing and the prediction latency.
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o A collaborative deep learning-based IDS that employs
two classification models is proposed along with its
deployment architecture in the ICS.

« Various detection features, DNNs algorithms, and Intru-
sion Response System (IRS) measures are proposed to
implement the IDPS.

« An experimental evaluation is conducted using different
datasets, which demonstrates the efficiency of the pro-
posed approach.

C. ORGANIZATION

The rest of the research paper is organized as follows.
Section II introduces the time complexity analysis of the
DNNs and highlights the variables that impact the training
and the prediction latency. Section III illustrates the col-
laborative deep learning-based IDPS and the deployment
architecture. Section IV presents the detection features, learn-
ing algorithms, and IRS measures. Section V presents the
experimental evaluation and discusses the obtained results.
Finally, Section VI concludes this work.

Il. TIME COMPLEXITY ANALYSIS OF DEEP NEURAL
NETWORKS

The time complexity in the training and prediction of the
DNNs are proportional to the number and size of elementary
structures and functions involved in their networks, i.e., the
neurons, recursions, convolutions, pooling, etc. This section
evaluates how some of these elementary structures increase
training and detection latency. In order to understand the
latency reduction scheme, this evaluation is essential. Fig. 2
illustrates the DNN architectures considered in this work.
However, for conciseness, the time complexity evaluation
process is only detailed for the MLP architecture.

To evaluate the time complexity of the MLP, first, we eval-
uate the main operations involved in a single-layer neural
network, i.e., the perceptron, and formulate these operations’
time complexities. Then, based on the training and prediction
algorithms, we evaluate the whole MLP time complexity.

The main operations in the perceptron are the feed-
forward, error computation, and weights updates. Consider-
ing the perceptron illustrated in Fig. 3, these operations are
defined in Table 1.

TABLE 1. Perceptron training operations.

Operation

1. Feed-forward

2. Error computation
3. Weights updates

Equation

0= Y1 o Wix;
Aw; =n(t — o)x;
wi =w; + AW,‘

In these definitions, xo represents the bias unit. The
input values (features) are represented by x1, x2, ..., x,. The
weights are represented by w;, and o represents the computed
output unit. The learning rate is represented by 1, and the
targeted output is represented by 7.

In time complexity analysis, operations that have constant
times can be neglected because the goal is to highlight how
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FIGURE 3. Single-layer neural network: Perceptron.

the latency scales with respect to the variables. Therefore,
to simplify the time complexity approximation, we make the
following assumptions:

o In the feed-forward, the time complexity to compute
each perceptron (hidden or output unit) is identical and
represented by Trw;

o In the error computation, the time complexity to com-
pute each output unit error is identical and identical
by Tok;

« In the weights update, the time complexity to update
each weight is identical and represented by Twy;

The neural network training consists of recursive feed-
forward, error computation, and back-propagation to adjust
the network weights. The condition of the recursion is to get
the values of weights that minimize the output error on a
particular set of training data. Algorithm 1 defines the MLP
training process.
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Algorithm 1 MLP Training

Result: Weights that minimize the prediction error.
Input 1: training_examples, where each instance is
represented by (X, ), X represents the feature vector
and ¢ is the class of the instance.
Input 2: Weights w;,; where i and j represent the
input and output units, respectively.
Input 3: Learning rate 7.
Initialize all weights w;,; to small random numbers;
while termination condition not satisfied do
foreach (X, t) in training_examples do
Execute Feed-forward
foreach hidden and output unit j do

‘ 0j = Zieinputs Wi, j Oi
end
Compute Outputs errors
foreach last layer unit k do

| &k = ok(1 — o)tk — 0x)
end
Execute Back-propagation
foreach hidden unit h do

‘ 8n = on(1 — op) Zkeoutputs Whk Ok
end
Execute Weights update
foreach network weight w;,; do

Awisj = 1djxis
Wi, i = Wi,j +Awj,;

end

end
end

TABLE 2. Time complexity for MLP training operations.

Operation Time complexity
Feed-forward Co1 = NuTrw
Output Error Co2 = NowToE
Back-propagation | Coz = (3> Ny, )Tpp
Weights updates Co4 = NywgTwy

The time complexity of this training depends on the fol-
lowing variables:
o Nj, = the number of input units (feature vector size),
e N, = the number of units of the hidden layer #;,
e N,,: = the number of output units (number of classes),
o N, = the total number of units (perceptrons),
e N,z = the total number of weights,
e Nepoch = the number of iterations in the training dataset,
e N;, = the number of training examples,
where: Ny, and Ny, are defined in (1) and (2), respectively.

Nyu = Nin + D Niy + Now (1
Nug = NisNiy + D NizNigy, + N, Nows @)

To simplify the time complexity approximation, we also
assume in the back-propagation that the time complexity to
compute each hidden unit is identical and represented by Tgp.
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TABLE 3. Training and prediction latency on different MLP and dataset
sizes.

Model M1 M2 M3 M4 M5
Nie 200k 200k 200k 200k 200k
Nin 100 90 80 70 60

h1 150 100 100 50 50

ho 150 100 50 50 50

h3 150 100 100 100 50

N our 50 50 10 10 1

N epoch 30 25 20 15 10
C(tr) 36.5mn | 15.8mn | 7.4 mn 3.7 mn 1.7 mn
C(pr) 201 ms 147 ms 114 ms 94 ms 71 ms

Table 2 presents the time complexity of each operation for
one iteration in the training. The time complexity for training
the MLP is defined in (3). Using the trained MLP network,
the prediction phase is only as complex as the feed-forward
operations. The time complexity of this phase is defined
in (4).
C(training) = NepochNte[COI + Coz + Co3 + Co4]
= epochNte[NnuTFW + NowToE
+ O Ni)Tsp + Nug Ty
= epuchNte[(Nin + ZNhi + Nout)Trw
+ NowTor + (Q_ Ni)Tpp

+ (NinNhl + ZNhiNhiJrl

+ Ni,Nour ) Twu | 3)
C(prediction) = Cp
= NnuTFW
= (Nin + ZNhi + Nout)TFW (4)

To better visualize how the DNN structure affects the
latency, we have generated simulation data containing
100 features, 50 attacks categorized into 10 attack cate-
gories, and 200,000 (200k) training examples. This simula-
tion dataset is used solely to illustrate the latency evolution
in the training and prediction of models that use DNNs with
various structures. To evaluate and compare the models’ accu-
racy, more data are used in the experimentation section. Using
the simulation dataset, we trained and evaluated five MLP
models of various sizes (M1 to M5). Table 3 describes these
models and presents the training latency expressed in minutes
(mn) and the prediction latency expressed in milliseconds
(ms). Fig. 4 illustrates the latency evolution according to the
MLP and data sizes. The same process is applied to evaluate
the time complexity of all the other DNNG, i.e., RNN, LSTM,
Auto Encoder, and CNN.

In this analysis, it is crucial to point out that the size of the
DNNs and consequently their latencies are also determined
by the characteristics of the data to be classified, i.e., feature
vector size, number of classes, and data distribution. Firstly,
the number of features and classes preset the number of neu-
rons in the input and output layers of the DNN, respectively.
Secondly, the more complex the data distribution is, the more
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FIGURE 4. Training and prediction latency according to MLP and dataset
sizes.

hidden layers and neurons at each hidden layer are needed
in order to shape the decision boundaries. Furthermore, the
more complex this data distribution is, the more training
examples and iterations on the training examples (number of
epochs) are needed.

1IIl. PROPOSED COLLABORATIVE IDS AND DEPLOYMENT
ARCHITECTURE

As demonstrated in the previous section, IDSs that employ
complex neural networks yield high training and predic-
tion latency. Yet, complex data classification, such as IIoT
datasets, generally requires complex DNNs. Specifically, the
more classes (N,,,) we have, the more features (N;,), training
examples (), iterations in the training examples (Nepoch),
and layers in the DNNSs () are needed to find the best deci-
sion boundaries. However, in mission-critical ICSs, intrusion
detection requires very low latency. Therefore, to reduce the
latency in the proposed IDPS, we employ a technique that we
previously designed for heavy ensemble learners [17], [18]
and design a classification scheme that splits the problem into
two collaborative tasks: anomaly detection and attack classi-
fication. Fig. 5 illustrates the architecture of our collaborative
IDPS framework for ICSs.

By performing anomaly detection as a first task, the pro-
posed collaborative IDPS can meet mission-critical IIoT
latency requirements. This latency reduction is achieved by
reducing most of the variables that impact the time complex-
ity of the DNNs. Firstly, as a binary classification, anomaly
detection has fewer neurons at the output layer (N = 2).
Secondly, having a less complex decision function than a
multi-class classification, binary classification could reach
an optimal accuracy with fewer Ny, Np;, and Nepoc. More-
over, binary classification could require fewer features than
multi-class classification. Therefore, anomaly detection can
benefit from more dimensionality reduction of the features,
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i.e., reduced Nj,, (e.g., M5 presented in section II). Finally,
being less computationally intensive than a multi-class clas-
sification, the anomaly detection model can be deployed in
any local server in the ICS stations and benefit from less
communication latency. When an anomaly is detected, the
information is immediately sent to the IRS and the secu-
rity administrators to apply urgent and emergency response
measures. Then, the anomalous traffic is sent to an attack
classification model.

The attack classification task is less latency-sensitive than
anomaly detection. Therefore, this classification model can
employ complex DNNs and be deployed on servers with more
computation resources, such as cloud servers. In contrast to
binary classification, attack classification could require more
features. Thus, for this model, more classification features
can be included during the training and prediction to improve
the accuracy. When an attack class is predicted, the informa-
tion is sent to the IRS and the security administrators to apply
complementary and more precise prevention mechanisms
according to the attack type.

The deployment architecture of our proposed IDPS is illus-
trated in Fig. 6. This architecture adopts the innovative SDN
and Network Functions Virtualization (NFV) to efficiently
implement the IDPS in IIoT networks. In every station of
the IIoT network, the sensors and actuators are connected
to a PLC through an SDN switch. The data from the switch
is collected by a local server, where anomaly detection is
performed. A station may be connected to remote stations
through various wide-area network protocols. SDN and NFV
enable on-demand provisioning of the network functions,
including the IDS and IRS [19]. For the IDS, SDN enables
on-demand monitoring of the resources, where the set of
resources to be monitored can be dynamically changed [20],
[21]. In addition, the IDS performance can be improved
by advanced monitoring features. For the response module,
SDN architectures enable automatic and real-time reactions
to block or redirect malicious traffic [22]. Moreover, the
network’s programmability allows management automation
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and minimizes human intervention and related operational
costs. Fig. 7 details how the IDPS modules operate using the
Unified Modeling Language (UML) sequence diagram. This
diagram depicts the interaction between the main entities of
the IDPS in the order in which these interactions take place.
The main entities include the data collection gates (SDN
switches), the system orchestrator, the Anomaly Detection
Model (ADM), the Attack Classification Model (ACM), the
IRS, and the SDN controller.

This collaborative IDPS provides a faster intrusion detec-
tion system with attack classification for efficient response.
In this architecture, only anomalous traffic needs to go
through the complex attack classification DNN, which
represents an extremely small portion of the IIoT data.
The next section presents the detection features selection,
the implemented deep learning models, and the response
measures.

IV. PROPOSED DETECTION FEATURES, LEARNING
MODEL, AND IRS MEASURES

A. PROPOSED DETECTION FEATURES

The choice of the feature set is challenging in every machine
learning solution. It is more convenient in some applications
to gather all the features that are available (the initial feature
set), then use dimensionality reduction methods to select the
best features (the final feature set). For instance, with image
processing, it is feasible to take all pixels instead of studying
and identifying each relevant feature. However, an initial
feature set is not directly apparent in some applications.
In intrusion detection for IIoT applications, feature selection
is a more complex task regarding the multiplicity and variety
of elements involved in cyber-physical systems (functional
organization, software, operational principles, network work-
load, protocols, hardware, power consumption, etc.). Thus,
it is crucial to study and identify relevant features and con-
stitute an initial feature set [23]. Then, the dimensionality
reduction methods can be applied to keep the best features.
In this study, we select the detection features according to
the attacks’ behavior and the IIoT network’s characteristics.
Algorithm 2 describes the methodology adopted for feature
selection. This is a complex task but convenient as it can
clearly explain the role of each feature used in the IDS.
Table 4 presents all the proposed detection features and their
roles.

B. PROPOSED DETECTION MODELS

Multiple DNN algorithms have demonstrated excellent capa-
bilities in building accurate models for different real-life
problems. In spite of this, there is no specific DNN that will
produce the most accurate learner for every dataset. Each
DNN focuses on particular aspects of the data distribution to
build the models. For example, CNNs learn spatial relations
between separate features and perform at their best when
dealing with data with a grid-like topology, such as images.
Meanwhile, RNNs and LSTMs are specialized in learning
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Algorithm 2 IIoT Features Selection Logic

Output: Relevant feature set (Relevant_Features).

Input 1: Targeted IloT cyber-threats

(Targeted_cyber_threats).

Input 2: All ITIoT system features

(All_IIoT_Features).

foreach attack, in Targeted cyber_threats do
foreach feature, in All_IloT_Features do

if feature, is changed by attack, then
| Add featurey in Relevant_Features

end
end
end

Delete redundancy in Relevant_Features
Delete correlation in Relevant_Features
Reduce dimensionality of Relevant_Features

TABLE 4. Relevant features for 10T IDSs.

using a predefined
time intervals

Features Definition Role
Time-based traffic Statistics from Detection of
features TCP/IP traffic flows Scanning, Probing,

and DoS attacks that
operate with many
connections in short
time intervals

Connection-based
traffic features

Statistics from
TCP/IP traffic flows
based on a window
of a predefined
number of
connections [23]

Detection of
Scanning, Probing,
and DoS attacks that
employ large time
intervals

Packet header
features

Metadata portions of
TCP/IP packets, such
as IP addresses, port
numbers, services,
and flags [24]

Detection of SYN
flood,
Man-In-The-Middle
(MITM), and
ICMP/UDP/TCP
fragmentation
attacks

Content features

Information
contained in the
TCP/IP packet
payload [25]-[29],
e.g., number of failed
login attempts

Detection of Remote
to Local (R2L) and
User to Root (U2R)
attacks

Wireless
communication
features

Radio signal
characteristics, such
as Received Signal
Strength (RSS),
Signal-to-noise ratio
(SNR), distance of
the radio transmitter,
Radio-frequency
fingerprint (RFF)
[301-[32], [32]

Detection of attacks
that involve wireless
devices, including
jamming,
de-authentication,
spoofing, and
contamination

temporal or sequential information and are more suitable for
temporal data, such as text and speech analysis. In intru-
sion detection, each DNN focuses on some part of the data
patterns. Therefore, it is necessary to implement and evalu-
ate different DNNs and deploy only those that produce the
best detection models for the specified data. Thus, this work
studies and implements the most promising DNNs, including
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CNN, RNN, LSTM, and MLP. The anomaly detection model C. PROPOSED RESPONSE MEASURES

may employ a simple DNN, such as MLP; however, the  The success of some attacks depends mainly on the time gap
attack classification model uses a more complex DNN, such between the detection and the defensive response against the
as RNN, LSTM, and CNN. attack. Intrusion Response Systems (IRSs), also referred to as
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Intrusion Prevention Systems (IPSs), launch counteractions
automatically when attacks are detected by the IDS, in order
to defend the targeted system. Compared to IDSs that just
generate reports or alarms, IRSs reduce the vulnerability
window between when an intrusion is detected and when
defensive actions are taken. Therefore, this work proposes an
emergency and quasi-real-time response when an anomaly is
detected. Then, it classifies this anomaly to identify suitable
complementary measures according to the attack type.

The basic mitigation procedure is to block the packets
involved in the reported intrusion and reject all incoming
and outgoing traffic of the malicious device (e.g., using
blocklist or allowlist MAC filtering). This can stop many
attacks, including R2L and U2R, and safeguard the ICS’s
confidentiality and integrity. This emergency measure can
also maintain the system’s services by reducing scanning,
probing, and DoS attacks. It is also possible to deflect and
redirect the malicious users into a Honeypot or other attack
analysis systems to gain more information on the way they
are operating [33], [34]. These preventative measures are
implemented in the SDN-based deployment architecture. For
instance, when the IRS receives an anomaly message from the
ADM, the IRS uses the information contained in the received
message to build the set of SDN rules and send it to the
SDN controller (Fig. 7). Then, the controller transmits those
rules to the forwarding devices’ flow tables to drop the con-
cerned packets or forward them to an attack analysis system.
Likewise, when the IRS receives an attack message from the
ACM, it uses this information to build the set of SDN rules
and send it to the controller. The SDN controller transmits this
routing information to the forwarding devices’ flow tables
to mitigate the attack. For further response, it is possible
to develop an additional module that can counterattack the
attacking entity to neutralize or attenuate its impact.

The complementary response measures are defined
according to each specific attack type. For example, to over-
come a detected jamming attack, communication bandwidth
can be switched to other frequencies. To realize that, Dynamic
Channel Selection (DCS) can be implemented [35]. The DCS
enables the wireless transmitters to monitor the interference
level, and when it exceeds the predefined DCS threshold, the
wireless transmitters stop operating on that channel. Then,
the wireless access point (WAP) uses automatic channel
selection to determine an alternative channel to switch the
communication. Furthermore, the robustness of the legitimate
signal can be increased in order to maintain secure wire-
less communication during jamming attacks. For advanced
defence, tracking systems can be employed to locate the
jamming station and terminate it [36]. These technologies are
also effective against other active wireless attacks, including
contamination and spoofing.

V. EXPERIMENTATION
This section presents the experiment and discusses the results.
The experimentation aims to evaluate the performance of the
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DNN-based collaborative IDS. Therefore, we exploit three
datasets that present different challenges.

The first dataset, WUSTL-IIOT-2018, presented in [8]
and [37], is used for SCADA cyber-security research. The
dataset was built using a SCADA system test-bed. To generate
this data, scan tools were used to inspect the topology of
the victim network and identify the devices in the network,
as well as their vulnerabilities. The attacks carried out against
the test-bed include Port Scanner, Address Scan Attacks,
Device Identification Attacks, and Exploit. All network traf-
fic (normal and abnormal traffic) was monitored by the Audit
Record Generation and Utilization System (ARGUS) tool.
The traffic captured comprises 7,049,989 observations, with
93.93% being normal traffic (without attacks) and 6.07%
being abnormal traffic (attacked traffic). The raw data has
25 networking features, where some features are used to
classify the data, while others are used to train and test
machine learning algorithms. After the data cleaning process
and dimensionality reduction, a Comma-Separated Values
(CSV) file containing 7,037,983 observations (vectors in the
dataset) and five features were provided. Each vector in the
dataset is labelled as normal or attack, depending on the case.

The second dataset, NSL-KDD, was built from a regular
network (not an IIoT); however, it is one of the most com-
plete, realistic, and challenging datasets available, which is
used to compare machine learning-based IDSs [38]. NSL-
KDD includes a total of 39 specific attacks regrouped into
four different attack categories, namely, probing (Probe),
DoS, R2L, and U2R. The training dataset (KDDTrain+) and
testing dataset (KDDTest+) contain 125,973 and 22,544 sin-
gle connection vectors, respectively. Each connection vector
is represented by 41 features and labelled as either normal or
attack, with exactly one specific attack type. This dataset is
also available in a CSV file.

The third dataset, UNSW-NBI15, presented in [39] and
[40] was also built from a regular network; however, unlike
the NSL-KDD dataset, it contains a hybrid of the modern
normal and abnormal network traffic. To generate this data,
the IXIA PerfectStorm tool was utilized in the cyber range
lab of the Australian Centre for Cyber Security. UNSW-
NB15 includes a total of 205 specific attacks regrouped
into nine attack categories, namely, Fuzzers, Analysis, Back-
doors, DoS, Exploits, Generic, Reconnaissance, Shellcode,
and Worms. The dataset, provided in a CSV file, contains a
total of 2,540,044 records, each represented by 47 features
and labelled as either normal or attack, including the specific
attack category.

The experimentation employs four different DNNs to
build the detection models. These DNNs include MLP, Sim-
ple RNN, LSTM, and CNN. The implementation is con-
ducted in the anomaly detection and the attacks classification
stages. The machine learning platform used to train and
evaluate the models is scikit-learn (sklearn), a free soft-
ware library for the Python programming language, installed
with Anaconda, an open-source distribution for Python
and R.
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A. THE ANOMALY DETECTION MODEL

We begin the implementation with the anomaly detection
model. Table 5 presents the distribution of the instances in the
binary WUSTL-IIOT-2018, NSL-KDD, and UNSW-NB15
datasets.

TABLE 5. Instances distribution in the binary WUSTL-110T-2018, NSL-KDD,
and UNSW-NB15 datasets.

Number of instances
Class Zlgg TL- KDDTrain+ KDDTest+ UNSW-NB15
Normal | 6,610,778 67,343 9,711 2,218,761
Attack 427,205 58,630 12,833 321,283
Total 7,037,983 125,973 22,544 2,540,044

For each DNN model, we tuned the hyper-parameters,
such as the number of hidden layers, number of units for
each hidden layer, learning rates, activation and solver func-
tions, number and size of the CNN filters, and number of
epochs. For WUSTL-IIOT-2018 and UNSW-NB15, we split
the dataset into training (80%) and testing (20%) sets. For
the NSL-KDD, we trained the models using KDDTrain+ and
evaluated them with KDDTest+. Fig. 8, Fig. 9, and Fig. 10
present the accuracy of the models on the WUSTL-IIOT-
2018, NSL-KDD, and UNSW-NB15 datasets, respectively.

100 99.9 99.89 99.74 99.76

9427 9499 9427 9427
90
80
70
60
50
LSTM CNN

® Training set ™ Testing set

FIGURE 8. Accuracy of anomaly detection models using binary-labelled

WUSTL-110T-2018 dataset.
9 98.06
I6 I i6

LSTM

100 97.35
90 8423 84.93
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[= N N =)
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FIGURE 9. Accuracy of anomaly detection models using binary-labelled
NSL-KDD dataset.
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FIGURE 10. Accuracy of anomaly detection models using binary-labelled
UNSW-NB15 dataset.

For each model, the accuracy presented is obtained from
tuned hyper-parameters.

The experimentation results with the WUSTL-IIOT-2018
and UNSW-NB15 datasets confirm that anomaly detection
does not require complex DNNs to produce a high-accuracy
prediction model. In both datasets, lightweight DNNs (e.g.,
MLP with one hidden layer of 100 neurons) were able to
reach over 99% detection accuracy. Such DNNs can be
easily trained and deployed on a local server for ultra-low
latency intrusion detection and response. In our local server,
the training time takes less than 15 minutes and 6 minutes
for WUSTL-IIOT-2018 and UNSW-NB15, respectively. The
prediction time for the test datasets takes approximately
0.7 seconds (WUSTL-IIOT-2018) and 0.4 seconds (UNSW-
NB15). However, for the NSL-KDD dataset, the models show
a lower accuracy (less than 87%). This can be explained by
the fact that this dataset was built deliberately from hard-to-
classify samples. Therefore, the classification in this dataset
presents more challenges compared to other datasets.

B. THE ATTACK CLASSIFICATION MODEL

The second part of the experimentation concerns the attacks
classification model. Since the published WUSTL-IIOT-2018
dataset does not indicate the attack types, we only use the
NSL-KDD and UNSW-NBI15 datasets. Table 6 and Table 7
present these datasets’ organization for the multi-class
classification.

TABLE 6. Attacks instances distribution in the NSL-KDD dataset.

Number of instances
Class KDDTrain+ KDDTest+
DOS 45,927 7,458
Probe 11,656 2,421
R2L 995 2,754
U2R 52 200
Total 58,630 12,833

The same DNNs, ie., MLP, Simple RNN, LSTM, and

CNN, are used to build the attack classification models.
Fig. 11 and Fig. 12 illustrate the accuracy of the models
on NSL-KDD and UNSW-NBI15 datasets, respectively. For
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TABLE 7. Attacks instances distribution in the UNSW-NB15 dataset.

TABLE 8. Comparison with solutions that exploits the NSL-KDD dataset

for multi-class classification.

Class Number of instances
Fuzzers 24,246
Analysis 2,677
Backdoors 2,329
DoS 16,353
Exploits 44,525
Generic 215,481
Reconnaissance 13,987
Shellcode 1,511
Worms 174
Total 321,283
97.95 9
100 95.63 96.24
90 2401 34,98 86.99 87.66
80
70
60
50
LST™M CNN

® Training set ™ Testing set

FIGURE 11. Accuracy of attack classification models using
categorized-labelled NSL-KDD dataset.
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every model, the presented accuracy is obtained from the

LSTM
tuned hyper-parameters.

This experiment confirms that the attack classification may
require complex DNNs and a long training time. With NSL-
KDD, the best accuracy of 87.66% was provided by the
CNN model, followed by the LSTM model with 86.99%
accuracy. Compared to previous works that employed the
NSL-KDD dataset, the proposed collaborative DNN-based
IDS shows better prediction accuracy. Table 8 compares
these previous solutions with our attack classification model
(Four-category classification). With UNSW-NBI15, the best
accuracy of 99.63% was also provided by the CNN model,
followed by the LSTM model with 92.43% accuracy.

S o o O

® Training set ™ Testing set

FIGURE 12. Accuracy of attack classification models using
categorized-labelled UNSW-NB15 dataset.
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Methods used Accuracy
Proposed collaborative deep learning-based IDS 87.66 %
Methods in [38]: -

- NBTree 82.02 %
- Random Tree 81.59 %
- Decision Trees J48 81.05 %
- Random Forest 80.67 %
- MLP 77.41 %
Methods in [41]: -

- SimpleCart 82.32 %
- MLP 73.54 %
RNNSs [42]. 81.29 %
ANN with tansig transfer function,Levenberg-

Marquardt (LM) and BFGS quasi-Newton Back- | 81.20 %
propagation [43]

A Two-Layer Dimension Reduction and Two- 34.86 %
Tier Classification Model [44] .
Two-stage intrusion detection technique combin- 86.46 %
ing Naive Bayes and k-means [45] )

TABLE 9. Comparison with solutions that exploits the UNSW-NB15
dataset for multi-class classification.

Methods used Accuracy
Proposed collaborative deep learning-based IDS 99.63 %
Methods in [40]: -

- Decision Tree 85.56 %
- Logistic Regression 83.15 %
- Naive Bayes 82.07 %
- Artificial Neural Network 81.34 %
- Expectation-Maximisation Clustering 78.47 %
Random Forest using different subsets of features [46]: | -

- Subset 2 81.61%
- Subset 1 75.66 %
Deep neural network models in [47]: -

- Dense-layer 79.34%
-LSTM 79.21 %
Extreme gradient boosting (XGBoost) [48] 75.88 %
Support Vector Machine [49] 75.77 %

Compared to previous works that employed the UNSW-
NB15 dataset, the proposed collaborative DNN-based IDS
shows again better prediction accuracy. Table 9 compares
these previous solutions with our attack classification model
(nine-category classification). In our experimentation envi-
ronment, the training of the attack classification models can
take several hours, and the prediction takes approximately
10 seconds and 3 minutes 36 seconds for NSL-KDD and
UNSW-NB15 test datasets, respectively. However, as this
task can be done in the cloud, the complexity can be
handled thanks to the availability of more computation
resources.

This experiment demonstrates that this approach is effi-
cient for intrusion detection in mission-critical smart fac-
tories. The anomaly detection is performed locally with a
lightweight DNN, which offers an ultra-low latency IDS for
fast response in the IRS. Then, a larger DNN deployed in the
cloud provides a robust attack classification for more precise
responses in the IRS, i.e., responses that launch adequate
mitigation measures according to the category of the detected
attacks.
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VI. CONCLUSION

A deep learning-based IDS produces better predictions for
future networks, but the more complex the neural network
structure, the greater its impact on latency. To leverage
these innovative learning models and deal with the latency
requirement of ICSs, this work introduced a time complexity
analysis of the DNN algorithms to highlight the variables
with the most impact on the training and prediction latency.
Based on this analysis, a collaborative DNN-based IDPS
that employs two classification models is proposed. The first
model employs a lightweight DNN that performs low latency
anomaly detection, i.e., a simple binary classification. This
lightweight DNN is deployed on local servers to allow faster
threat detection and emergency response. The second model
performs attack classifications of the anomalous traffic to
guide the intrusion response tasks. This second classifier can
be deployed in the cloud to benefit from more computation
resources to run more complex DNNG.

Moreover, an SDN-based deployment architecture of the
proposed collaborative IDPS in ICS networks was pre-
sented. This architecture provided an efficient implemen-
tation of the IDPS with key innovative features, such as
on-demand resources monitoring on the IDS and real-time
response on the IRS. Furthermore, this work proposed
various detection features, response measures, and imple-
mented different learning methods, including CNN, LSTM,
RNN, and MLP. The experimentation, which was performed
on three datasets with different challenges, demonstrated
the efficiency of the proposed approach. This can be fur-
ther improved by investigating more DNNs in our future
research.
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