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ABSTRACT In the field of electrical machines maintenance, accurate and timely diagnosis plays a crucial
role in ensuring reliability and efficiency. Variational autoencoder (VAE) techniques have emerged as a
promising tool for fault classification due to their robustness in handling complex data. However, the inherent
nondeterministic aspect of the VAE creates a significant challenge as it leads to varying cluster locations for
identical health states across different machines. This variability complicates the creation of a standardized
applicable diagnostic tool and challenges for the implementation of effective real-time health monitoring and
prognostics. Addressing this issue, a novel approach is proposed wherein a desirability function-based term
is integrated into the cost function of the VAE. The enhancement achieved by this approach arises from the
standardization of classification, guaranteeing that analogous faults are assigned to identical geolocations
within a 2-D user-friendly space. This method’s efficacy is validated through two separate case studies: one
analyzing vibration data from two diverse designs of large existing hydrogenerators, and the other utilizing
vibration data sourced from an open-access dataset focused on bearing fault. The findings of both studies
show that the model can cluster 97% of similar faults into preset zones, compared with 40% when the
desirability term is excluded.

INDEX TERMS Desirability function, diagnosis, fault detection, large hydrogenerators, variational autoen-
coder (VAE), vibration.

I. INTRODUCTION
Electrical machines (EM), including induction machines
(IM), synchronous generators (SG), and salient pole syn-
chronous generators (SPSG), represent intricate systems that
involve multiple physical phenomena. It is essential to imple-
ment early-stage fault detection and diagnosis techniques to
maintain a stable and dependable energy supply while mini-
mizing economic losses. Different types of faults can manifest
in EM, notably affecting the rotor and stator windings, bear-
ings, or the stator core [1]. Electrical faults encompass rotor
interturn short circuit (RITSC), for example, while mechani-
cal issues include eccentricities (static, dynamic, or hybrid),

bearing faults (inner race fault, outer race fault, etc.), and
broken damper bar (BDB). These degradation phenomena,
whether occurring individually or in combination, have been
examined in prior studies, such as in [2] and [3]. In recent
years, various physical entities, such as the air gap flux [4],
line current [5], torque [6], vibration [7], acoustics [8], stray
flux [9], and more, have found applications in fault diagno-
sis. This trend has been notably highlighted in [1] and [10],
especially with the advent of artificial intelligence (AI) and
deep learning (DL) techniques that are summarized in [11]
and [12]. Through the integration of AI with these physical
entities, the approach leverages AI-based methods to achieve
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more precise and dependable fault diagnosis, with the added
advantage of adaptability to new data.

The existing literature underscores the significance of vi-
bration signals for fault diagnosis, primarily due to their
noninvasive nature [2], [3]. These signals have been employed
for detecting RITSC in small SPSG. This has been achieved
through a combination of experimental measurements and
numerical modeling, as demonstrated in studies such as [13]
and [14]. In addition, vibration signals have proven effective
in identifying eccentricities as in [15].

Recent research in the domain of large hydrogenerator
diagnosis has centered on the utilization of DL techniques,
specifically neural networks (NN), with a particular empha-
sis on the variational autoencoder (VAE), a derivative of the
conventional autoencoder (AE) introduced by Kingma [16].
The power of VAE to classify partial discharge sources and
patterns in large hydrogenerators has been proved in [17]
and [18]. Moreover, the VAE has demonstrated its ability to
detect faults at an earlier stage in comparison with statistical
monitoring techniques, particularly in the context of vibration
analysis, as highlighted in [19]. In [20], a novel approach was
adopted, combining VAE with sparse dictionary learning, to
achieve early anomaly detection based on the reconstruction
error of a model trained on real vibratory signals from large
hydrogenerators. Furthermore, this VAE-based approach has
been applied to assess various levels of RITSC severity within
large hydrogenerators, providing a user-friendly 3-D visual-
ization, as described in [7]. In addition, this model has been
used for the detection of diverse rotor faults, each exhibiting
varying degrees of severity, within a user-friendly 2-D space,
as explained in [7]. Notably, a novel monitoring metric based
on the Euclidean distance within the latent space was intro-
duced, proving its effectiveness in detecting faults at earlier
stages compared with alternative methods based on the root
mean square (rms) of the signal and the mean squared error
(MSE) of the model. It is also worth mentioning that it has
also demonstrated its ability to discern faulty data in scenarios
involving gearboxes, cutting tool machines, and bearings, as
exemplified in [21], [22], [23] and [24], respectively.

The above references emphasize the importance of vibra-
tion signals in health monitoring and fault diagnosis. Despite
ongoing attempts, models developed, notably for hydrogener-
ators, can only be applied to one machine design at a time.
When these models are applied to diverse machine designs,
inconsistencies in the locations of identical fault clusters are
detected due to the nondeterministic aspect of the latent space.
This difficulty not only hinders the development of a universal
diagnostic tool, but also impedes the implementation of real-
time health monitoring and future prognosis. As a result, the
creation of a standardized and relevant model is necessary.

Therefore, the focus of this research is building upon the
findings presented in [7] so as to refine the current diagnostic
approach reliant on vibration data and the VAE model for fault
detection and health monitoring.

To address these issues, the key contribution of the study
is the integration of the desirability function into the model’s
cost function, as described in [25]. This function uses

desirability scores calculated from the polar coordinates of
all places in the obtained reduced space to identify similar
fault clusters across several machines in a predetermined area.
As a result, a consistent model adaptable to many machine
types is used, which improves faults’ detection accuracy and,
ultimately, overall system dependability and performance.

As a result, two case studies are considered to emphasize
the importance of incorporating this term.

1) In an initial case study, two large hydrogenerators at
Hydro-Quebec, referred to as Machines 1 and 2 with
varying capacities, are under analysis. The vibration
dataset used is a combination of real vibration data gath-
ered onsite and faulty ones generated by the numerical
model of the machine.

2) Another case study revolves about vibration data from
an open-access bearings dataset that contains healthy
and faulty signals generated though experimentation.

The rest of this article is organized as follows. The
methodology applied in this work is presented in Section II.
Section III details the two case studies analyzed mentioned
above. The results are explored and discussed in Section IV,
highlighting findings with and without the incorporation of
the desirability term for both scenarios. Finally, Section V
concludes this article with a summary and highlights the sig-
nificant contributions of this study.

II. METHODOLOGY
A. VAE ARCHITECTURE AND TRAINING METHODOLOGY
A VAE model is used in a manner akin to the approach
outlined in [22]. The training and validating the model is
based on two distinct datasets, denoted as Set #1 and Set #2,
followed by an evaluation of its clustering performance using
Set #3. The model is built with Python 3.8.8 and visual studio
code 1.70.2, a user-friendly code editor with complete Python
support. The code executes the model using the Keras library,
linked with TensorFlow. The computational tasks are carried
out using a PC with a 3.6 GHz processor, 16 physical cores,
128 GB of RAM, and a 500 GB SSD hard drive.

The architecture of the VAE model is presented in Fig. 1.
Fig. 2 provides an overview of the overall architecture and a
detailed structure of the model.

1) The encoder is a deep neural network (DNN), with pa-
rameters φ, that maps the input data x (x ∈ Rn) into the
latent space of standard deviation σ and mean μ. The
encoder network consists of nine convolutional layers,
each with 128, 64, and 32 nodes, respectively. Every
hidden layer uses an activation function, which is cho-
sen according to the data set and the range of variance
in the input data (tanh, sigmoid, or ReLU). In addition,
a 10% dropout layer is added after the 32-node layer to
prevent over fitting.

2) The latent space is a dimensionally reduced space (Rp

where p is the latent space dimension, p = 2 or 3), con-
sisting of zi components, where ε is a variable following
a Gaussian distribution ε ∼ N (0, 1): a clustering can be
observed, as it can be seen in Fig. 1.
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(a) (b)

FIGURE 1. Training and validation process. (a) Latent Space-Machine 1.
(b) Latent Space-Machine 2.

FIGURE 2. Flowchart algorithm (inspired by [22]).

The two obtained latent spaces, in Fig. 1(a) and (b), cor-
respond to the application of the model on two different
Machines 1 and 2, respectively.

3) The decoder is a NN that decodes the latent representa-
tion to reconstruct the original input x̂, where θ is the set
of the decoder parameters. The decoder’s architecture is
constructed by mirroring the convolutional layers of the
encoder network.

4) A NN softmax classifier has been included to enhance
the distribution of the latent space. Its input is the latent
space variable zi (with dimension 2). The successive
hidden two conventional layers have 128 nodes each,
and the tanh activation function is used in the input and
the hidden layers. The output is the vector ŷ with dimen-
sion nc, where nc represents the number of classes.

Algorithm 1: RMS of the Latent Space Variables.

The training methodology uses time-variation signals and
an Adam optimizer algorithm [26], with an appropriate
learning rate, number of epochs, clip-value, and batch size,
depending on the study case.

The cost function LVAE is given by (1a) as a linear combi-
nation of different terms, where:

1) The first term, as defined in (1b), represents the re-
construction error (Lrec) and aims to maximize the
maximum likelihood estimates (MLE), as in [16].

2) The second term, as expressed in (1c), is the Kullback–
Leibler loss term (LKL) and serves to assess the simi-
larity between the encoded latent space and a Gaussian
distribution, where ns denotes the total number of sam-
ples, as introduced in [17].

3) The third term is the binary crossentropy cost function,
defined in (1d), and its objective is minimization. In this
context, the variable y is a result of the categorical one-
hot-encoding transformation, whereas ŷ corresponds to
the output of the classifier.

Typically, βKL = 10−3 and βCL = 10−1 are the usual val-
ues used to obtain balanced components [27].

LVAE = Lrec + βKLLKL + βCLLCL (1a)

Lrec = MSE (x, x̂) = 1

ns
(‖x − x̂‖2)2 (1b)

LKL =
ns∑

i=1

σ 2
i + μ2

i − log(σ 2
i ) − 1 (1c)

LCL =
ns∑

i=1

y log(ŷ) + (1 − y) log(1 − ŷ). (1d)

For the latent space, a more comprehensive analysis of the
latent space is conducted, when injected the signals of Set #3,
involving the computation of the rms for each latent variable
zi using Algorithm 1, where p represents the dimension of the
latent space (p = 2 in this study).

B. DESIRABILITY FUNCTION TERM INJECTION
As depicted in the latent spaces obtained in Fig. 1 of two
different machines, the clusters representing the same fault in
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the two distinct machines are situated in distinct areas within
both latent spaces. This separation is the result of the inher-
ent nondeterministic nature of the latent space. Consequently,
it becomes imperative to devise a standardized method that
facilitates the merging of these clusters into a shared region
to facilitate the diagnostic and prognostic processes. Conse-
quently, the concept of desirability, a quantitative measure
frequently employed in probability and statistics, is used [25].
A desirability function is a mathematical tool utilized to quan-
tify the desirability or quality of a particular outcome or
solution in the context of an optimization problem [28], [29],
[30]. It assigns a numerical score to a solution, with higher
values signifying more desirable outcomes. To account for
this, a fourth term has been introduced to the cost function,
as defined in (2a).

LVAE = Lrec + βKLLKL + βCLLCL + βDLD (2a)

LD = 1

D + ε
(2b)

D = 1

n

n∑
i=1

DP (2c)

DP =
√
DRP

2 + DθP
2. (2d)

Every point, denoted as P(z1, z2), within the latent space
shown in Fig. 1(a), can be expressed in polar coordinates
using (3). For each combination of R and θ , there are two
corresponding desirability values, DRP for the radius R and
DRθ

for the angle θ . Separate graphs for DR and Dθ are gen-
erated for each health state, with their attributes determined by
predefined limits outlined in Fig. 3. These limits are defined
according to the specific requirements set forth by experts
involved in the analysis. Consequently, the desirability scores
DRP and DRθ

are computed based on this framework.

R =
√

z2
1 + z2

2 (3a)

θ = arctan

(
z2

z1

)
(3b)

Following (2d), the desirability of each point, denoted as
DP, is calculated. This process is iteratively applied to all
points within the latent space, and the overall desirability
score, denoted as D, is determined using (2c), where n repre-
sents the total number of points. Consequently, the desirability
term, denoted as LD, is computed as specified in (2b). This
specific formulation, denoted as Derringer desirability func-
tion [31], is chosen among numerous alternatives, as detailed
in [25]. In particular, the nominal-the-best formulation is
chosen, in which the predicted response value is expected
to approach a predetermined target value. The value of βD
should be set as high as possible to maximize the impact of
the desirability score obtained, aiming for it to be of a similar
magnitude as the other terms in the cost function. In addition,
the term ε is used to ensure method convergence, particularly

FIGURE 3. Predefined limits based on polar coordinates, radius R and
angle θ.

TABLE 1 Physical Characteristics of Machines 1 and 2

when the desirability value is close to zero. In this context,
ε is set to 2.24 × 10−16, in accordance with the IEEE754
standard.

The models are currently trained using the formulation pro-
vided in (2a), and the resulting latent representations of both
machines are displayed in Fig. 4, with the same fault for both
machines occupying a predefined region.

III. STUDY CASES
A. FIRST STUDY CASE—LARGE HYDROGENERATOR
1) DATASET
In this study, the vibration signals of two large hydrogener-
ators, installed in the parks of Hydro-Québec (QC, Canada),
are taken into consideration. The characteristics of these two
machines are summarized in Table 1.

Vibration measurements are conducted using an accelerom-
eter in a campaign organized by the utility company Hydro-
Quebec. These measurements have been preprocessed to
improve the data analysis. Initially, they are verified and
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FIGURE 4. Latent space clustering upon the injection of the desirability
term.

FIGURE 5. Preprocessing methodology.

cleaned. As a result, saturated and interrupted measurements
are eliminated, knowing that the correctness of the outputs is
dependent on the integrity of the input data. The first sec-
ond of the measured signal is then eliminated to avoid data
overlap with previous observations stored in the buffer. A
2 kHz low-pass filter is then used to filter out high-frequency
interference. The preprocessing methodology is illustrated in
Fig. 5, and it is composed of three steps: data acquisition, data
processing, and VAE feeding input signals.

The primary objective of this study is to collect a substantial
amount of data under various faulty conditions, which will be
used to train the AI model being developed. Obtaining actual
labeled faulty data was unfeasible due to the inability to shut
down a functioning hydrogenerator. As a solution, a numer-
ical model of an ideal hydrogenerator is created, based on
the specifications found in real plans and documentation [7].
This model is implemented using ANSYS WORKBENCH
software on a computer equipped with an Intel(R) Core(TM)
i9 − 12900KF , 3.2 GHz computer with 128 GB RAM.

One of the main factors contributing to vibrations in EM
is distortions in the magnetic field. The objective is to de-
rive the electromagnetic forces and moments acting on the

stator teeth from the electromagnetic model. These results
serve as input data for the mechanical model. Consequently,
a comprehensive model that integrates electromagnetism with
vibration dynamics has been designed and fine-tuned using
actual vibration measurements of the two machines.

To create an exhaustive database, various types of rotor
faults, including RITSC, BDB, and static eccentricity (SE) are
simulated to generate the fault pattern in the case of each fault.
In the scope of this study, the following faults are taken into
consideration, with only one degree of severity of each.

1) RITSC: The severity of the fault is represented by a
decrease in the number of turns in one pole of the nu-
merical model. In this study, 24% of the total number
of turns per pole were examined, which equated to four
short-circuited turns.

2) BDB: The material of the relevant bar is replaced with
one that has nearly zero conductivity. This study takes
into consideration 1BDB, which corresponds to one
BDB in the same pole of the numerical model.

3) SE: Depending on the severity level, the numerical
model shifts the rotor components by a specific percent-
age within the airgap. This study considers a 10% SE.

These patterns are injected into the actual healthy vibration
signals collected in situ from both machines: The database
of each machine now comprises data from both healthy and
faulty signals. More detailed description of the model can be
found in [7].

2) MODEL APPLICABILITY
Two distinct models are developed for each machine based
on datasets containing both healthy and faulty time-variation
signals. The input for each model is based on the length of a
single pole of the signal, with all signals being decomposed
accordingly. Hence, the database of each machine comprises
NH = 72 signals (including both healthy and faulty ones),
each containing ns = 1140 samples, and the sampling rate is
set at 5 kHz. The database is divided into three sets: Sets 1,
2, and 3, which are designated for training (Set #1), valida-
tion (Set #2), and testing (Set #3), respectively. The training
dataset is used to train the VAE and fine-tune its hyperpa-
rameter values. The validation dataset verifies the model’s
capacity to rebuild unknown data, which is measured by a low
reconstruction error. Furthermore, the test dataset is used to
map unknown inputs in the latent space and investigate data
clustering, hence, improving fault monitoring.

The parameters of each model are individually adapted to
suit their specific requirements, such as the input size and
the models’ hyperparameters: These variables are selected
following a sensitivity analysis of the training and validation
databases: the Adam algorithm is used with a learning rate of
0.0001, a number of epochs of 1024, and a batch size of 128.

Then, the same desirability function is incorporated into the
cost function of both models. The outcomes of this integration
are then executed and analyzed, as detailed in Section IV.
To further validate the proposed method, a crossvalidation
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TABLE 2 Predefined Limits for the Radius R and the Angle θ for Study
Case 2

performance test is conducted. During this test, all predefined
limits are interchanged between the models, and the results
are collected for a comprehensive comparison.

B. SECOND STUDY CASE - NASA BEARING DATASET
1) DATASET
To enhance the validation of the suggested methodology, the
publicly available NASA Bearing Dataset [32] is utilized. This
setup involved mounting four bearings on a shaft, which was
driven at a consistent rotational speed of 2000 RPM by an
AC motor connected with rubber belts. A radial force of 6000
pounds was exerted on both the shaft and bearings through a
spring system. The bearings were subjected to forced lubri-
cation. Consistent with the practices in [32], accelerometers
were installed on the housing of the bearings.

This study focuses on Bearing 2’s dataset. The dataset com-
prises NH = 30 signals, each containing ns = 980 samples,
and the sampling rate is set at 20 kHz. Before treating the
signals, they undergo verification and cleaning, ensuring the
removal of any saturation aberrations. The same preprocess-
ing steps, presented in Fig. 5, have been applied. The dataset is
divided into three subsets: Set A, Set B, and Set C. Each subset
includes a mix of healthy and faulty signals, with particular
attention given to inner and outer race defects.

2) MODEL APPLICABILITY
Set A is utilized for training the model, Set B for validation,
and Set C serves to evaluate the model’s clustering perfor-
mance. The model’s parameters have been optimized for this
particular study: These variables are selected following a sen-
sitivity analysis of the training and validation databases: the
Adam algorithm is employed with a learning rate of 0.0001, a
number of epochs of 256, and a batch size of 32.

The predefined limits adopted for this study case are pre-
sented in Table 2. Subsequently, the desirability function is
computed and integrated into the cost function. The results of
this integration are then evaluated against those obtained with-
out the integration of the desirability function, as elaborated in
Section IV.

IV. RESULTS
A. STUDY CASE - LARGE HYDROGENERATORS
1) TRAINING COST FUNCTION—DESIRABILITY FUNCTION
INJECTION
To address the issue where clusters representing the same
fault do not occupy the same region in both latent spaces, a
desirability term has been introduced into the cost function, as
outlined in (2). The computation methodology, as described in

FIGURE 6. Training’s cost function with desirability term included.

Section II-B, yields a desirability score of D = 0.689. Upon
its incorporation into (2b), this score will decrease. Given that
the objective is to maximize the D score, the parameter βD
has been set to 1.25. Consequently, both machine models have
now been trained using (2a).

The cost function obtained after training the model, which
includes the desirability term, is presented in Fig. 6. Notably,
the curve demonstrates a clear trend of convergence, where
the loss steadily decreases over the training iterations. This
convergence is a vital indicator of the model’s ability to fine-
tune its parameters and align its predictions with the desired
outcomes. It signifies that the model has reached a stable
state, indicating that further training may not yield significant
improvements, and the model is well-fitted to the data.

2) LATENT SPACE CLUSTERING
Following the methodology outlined in Section II-A, the la-
tent visualization of both machines in a 2-D space, without
incorporating the desirability term, is presented in Fig. 7(b).
Distinct clusters are visible, each distinguished by a unique
color representing various cases. The healthy cluster is de-
picted in shades of green, whereas the RITSC is indicated by
shades of red, SE by shades of blue, and BDB by shades of
magenta.

This visual representation of the clusters underscores the
technique’s effectiveness in capturing and segregating differ-
ent cases, even when faults share the same frequency pattern,
such as SE and RITSC, which are located in the same direc-
tion in the latent space. This observation aligns with findings
from the literature, confirming that these two faults have the
same frequency pattern in the vibration signal, as documented
in [13] and [33]. Moreover, despite sharing the same pattern,
these faults exhibit varying amplitudes, which the VAE suc-
cessfully clusters, as depicted in Fig. 7(b), highlighting the
VAE’s potential for fault clustering.

This study’s findings are consistent with previous research
and show a user-friendly diagnostic capability, distinguishing
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FIGURE 7. Latent space visualization (p = 2). (a) Without desirability term.
(b) With desirability term.

it from established methods such as the Kernel classifier, sup-
port vector machine (SVM), and NN employed in [34], [35],
and [36], respectively. These approaches have been applied
for IM or SG, or in the context of SPSG, as examined in [37],
where several classifiers including K-nearest neighbors, radial
basis function SVM, linear SVM, and multilayer perceptron
were evaluated.

However, while the latent space displays distinct clusters, a
comparison reveals that these clusters do not occupy the same
positions or regions. This poses a challenge for robust real-
time health monitoring of the machines and prognostics. It
indicates that the applied methodology may not be generalized
and may not be suitable for all types of large hydrogenerator
designs.

Hence, by considering the desirability term and following
the steps outlined in Algorithm 1, the resulting latent spaces
for both machines are depicted in Fig. 7(b). The following
conclusions can be drawn.

1) The healthy clusters of both machines (shades of green)
are centered at the origin.

2) The RITSC clusters of both machines (shades of red)
are situated in the zone between 0◦ and 80◦ at a distance
greater than 7, i.e., 10.

3) The SE clusters of both machines (shades of blue) are
located in the zone between 90◦ and 170◦ at a distance
greater than 7, i.e., 8.

TABLE 3 Cross-Validation Test Configurations for Rlim

TABLE 4 Cross-Validation Test Configurations for θlim

4) The BDB clusters of both machines (shades of magenta)
are positioned in the zone between 180◦ and 270◦ at a
distance greater than 7, i.e., 8.5.

These conclusions align with the predetermined constraints
outlined in Fig. 3, demonstrating the efficacy of the suggested
approach and its capability to cluster faults of the same type in
two distinct designs of large hydrogenerators within the same
region. Hence, the proposed method holds significant impor-
tance in improving the maintenance and operational efficiency
of these machines.

3) PERFORMANCE STUDY
To assess the efficacy of the proposed model, a crossvalidation
test is carried out. For each scenario, the pre-set Rlimits and
θlimits are interchanged according to the three configurations
outlined in Tables 3 and 4, respectively.

The results are presented in Fig. 8(a), (b), and (c), represent-
ing the three configurations. Each configuration consistently
showcases the model’s ability to classify faults in the areas
outlined in Tables 3 and 4. This uniform performance across
different configurations suggests that the model is dependable
and likely to yield satisfactory outcomes.

To further evaluate the model’s performance, the model
employed on Machine 1 is tested on Machine 2, both with and
without the desirability term injected. The two confusion ma-
trices obtained, shown in Fig. 9(a) and (b), is used to evaluate
and validate the model’s classification performance.

The detection performance is evaluated by computing the
F1 and Acc scores using (4a) and (4b), respectively. TP, TN,
FP, and FN are the numbers of true positives, true nega-
tives, false positives, and false negatives, respectively. TP
represents the number of defective signals correctly iden-
tified as anomalies; TN represents the number of healthy
signals misidentified as healthy data; FP represents the num-
ber of healthy signals incorrectly classified as anomalies; and
FN represents the number of faulty signals misidentified as
healthy data. These scores demonstrate the model’s ability to
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FIGURE 8. Latent space visualization for the different configurations (with
p = 2). (a) Configuration 1. (b) Configuration 2. (c) Configuration 3.

correctly identify unusual data.

F1 = TP

TP + 1
2 (FP + FN)

(4a)

Acc = TP+TN

TP+TN+FP+FN
. (4b)

The F1 and Acc coefficients indicate a result of 24.8% and
43.7%, respectively, for the model that does not use the desir-
ability, whereas a result of 98% and 95% when the desirability
is included. This means that the model that includes the desir-
ability term is able to accurately identify a large proportion of

FIGURE 9. Confusion matrix obtained. (a) No desirability included.
(b) Desirability included.

FIGURE 10. Training’s cost function. (a) Without desirability term. (b) With
desirability term.

TP and has a low rate of FP and FN, which proves the model’s
capacity to perform the classification.

B. STUDY CASE—NASA BEARING DATASET
1) TRAINING COST FUNCTION
The training and validation cost functions, both with and
without the inclusion of the desirability term, are shown in
Fig. 10(a) and (b), respectively. The curve distinctly exhibits
a converging pattern, where the loss consistently diminishes
through successive training iterations. This trend underscores
the model’s proficiency in refining its parameters and calibrat-
ing its predictions to match the targeted results.

2) LATENT SPACE CLUSTERING
Fig. 11(a) and (b) displays the latent space representations of
Set C’s signals, both with and without the desirability term.
These figures feature clearly defined clusters, each distin-
guished by unique color codes representing different cases.
The healthy state is shown in green, whereas the inner and
outer race defects conditions are indicated by red and blue,
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FIGURE 11. Latent space visualization (with p = 2). (a) Without
desirability term. (b) With desirability term.

respectively. Despite the evident clustering in the latent space,
as shown in Fig. 11(a), a comparison with the predefined
regions in Fig. 3 reveals a disparity in the positions and areas
occupied by these clusters. However, the introduction of the
desirability term in Fig. 11(b) demonstrates the effectiveness
of this approach, confirming its ability to cluster faults within
predetermined regions.

The calculation of the F1 score and Acc coefficient disclose
a 95% value for both, validating, therefore, the efficacy of the
proposed approach.

V. CONCLUSION
This study introduces a method for facilitating the detection of
faults in EM using the VAE technique and vibration measure-
ments. The challenge with VAE lies in its nondeterministic
nature, which results in different clustering of the same health
states in various machines. This variability challenges the
development of a universally effective diagnostic tool for real-
time health monitoring and prognostics.

To overcome this issue, the study suggests adding a Der-
ringer desirability function-based component to the VAE’s
cost function. This modification markedly enhances the tool’s
capability to uniformly classify identical fault types in a spe-
cific area of the 2-D space, thereby improving usability and
standardization. The improved diagnostic tool’s effectiveness
is demonstrated through two case studies. The first inves-
tigates the vibration data from two different types of large

hydrogenerators, whereas the second assesses bearing fault
data from a publicly accessible dataset. This method demon-
strates significant potential in streamlining and unifying fault
diagnosis in these scenarios.
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