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A B S T R A C T

Energy modelling of high-density controlled environment agriculture (CEA-HD) spaces using a building per-
formance simulation (BPS) tool and a crop energy balance model is emerging as a method to conduct load
calculation and energy analysis. However, the modelling hypotheses used in BPS tools have yet to be tailored for
CEA-HD spaces and might not be suitable for this specific application. This paper investigates the convective heat
transfer coefficient (CHTC) algorithms for inside surfaces included in EnergyPlus to examine their applicability to
CEA-HD spaces. The influence of these inside surfaces CHTC algorithms on relevant variables are quantified, with
computational fluid dynamics (CFD) computed CHTCs as a reference. The results revealed that certain algorithms
(Simple, TARP, and ASTMC1340) are ill-suited to model CEA-HD production spaces compared to CFD-computed
reference values. Furthermore, due to the modelled flow rate, the Adaptive Convection algorithm resulted in an
aberrant value for the ceiling CHTC. This paper highlights the importance of exercising caution when using BPS
tools for energy modelling of CEA-HD spaces.

1. Introduction

Controlled environment agriculture (CEA) involves decoupling crop
production from weather variations using an enclosure and an active
energy system to optimally control the indoor environment. CEA spaces,
including greenhouses, have been extensively studied regarding their
thermal modelling [1–3], microclimate spatial variations [4,5], energy
systems [6,7], etc. However, since the 2010 s, a new type of CEA pro-
duction system has been rising: high-density controlled environment
agriculture (CEA-HD). CEA-HD, sometimes referred to as vertical farms
[8] or plant factories [9], densifies crop production by using multi-tiered
hydroponic or aeroponic systems with solely artificial lightning in a low-
footprint, highly insulated enclosure. CEA-HD spaces produce high-
quality crops, such as leafy greens, lettuce, strawberries, and others,
while keeping the produce exempt from pesticides, fungi, or insects at
the expense of high energy consumption associated with maintaining
optimal indoor conditions [9]. CEA-HD production systems can vary
from one another, but Fig. 1 provides an example of an industrial-scale
CEA-HD production space.

The indoor conditions within these production spaces vary from one
crop to another and may not remain constant throughout the production

cycle. Adjustments are implemented to promote crop growth and con-
trol diseases according to the growing stage and other influential factors.
The indoor conditions of a CEA-HD space can be described using the
airflow speed, the vapour pressure deficit (VPD), the carbon dioxide
concentration and the photosynthetically active radiation (PAR) levels.
The VPD represents the potential for evaporation at the leaf level and is
computed by combining the indoor air temperature and humidity con-
tent [11]. The PAR is the electromagnetic radiation between 400 and
700 nm [12] necessary for the crop’s photosynthesis. Indoor conditions
setpoints and control strategies directly impact the energy use and peak
demand of CEA-HD spaces, which are closely related to their financial
viability. Still, little is published on those production spaces’ best design
and operating practices, as most of the knowledge is proprietary [13].
Furthermore, the various aspects of CEA-HD [7,14,15] represent an
ongoing area of research, given the current need for growers, engineers,
utilities and policymakers to assess them.

To tackle this issue, CEA-HD energy models have been proposed in
the literature [16,17]. These models are often problem-specific, not
flexible enough for broad usage and not necessarily publicly available.
As such, developing CEA-HD models using more holistic modelling tools
is essential. Building performance simulation (BPS) modelling tools can
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help analyse the thermal exchanges through the enclosure, energy sys-
tems, and associated controls. Recently, a heat balance model at the crop
leaf level has been integrated into a building performance simulation
(BPS) tool [18] and adapted for its use in EnergyPlus. This integration is
leveraging substantial ongoing research from the building performance
simulation (BPS) field. BPS tools [19–23] have been used for decades to
inform architects and engineers on multiple aspects of building design,
optimisation and operation. Indeed, these tools can be used to perform
several types of analysis, such as predicting buildings’ thermal loads and
assessing energy performance, energy efficiency, demand response
measures, etc. [24]. Furthermore, they have been designed to consider
multiple building configurations and buildings’ energy exchange pro-
cesses. Using BPS tools to model CEA-HD production spaces could
address most of the shortcomings of the previously published CEA-HD

models.
In BPS tools, the energy exchanges are often modelled using the heat

balance approach [25]. Fig. 2 illustrates the different energy exchanges
considered in the heat balance algorithm of EnergyPlus [21]. The air
heat balance within the thermal zone is determined using the convection
heat transfer between the internal surfaces and the zone air. The
modelled heating, ventilation and air conditioning (HVAC) system
subsequently adds or removes energy from the thermal zone to meet its
specified setpoint, i.e., the specified indoor air conditions to be
maintained.

The convection heat transfer to the zone air (qconv) is defined ac-
cording to equation (1), where the convective heat transfer coefficient
(CHTC) for each surface (hci) can be modelled according to different
approaches [35]. The convection heat transfer to the zone air is
computed using the surface area (Ai), the interior surface temperature
(Tsii ) and the zone air temperature (Ta).

qconv =
∑n

i=1
Ai⋅hciÂ⋅

(
Tsii − Ta

)
(1)

In CEA-HD spaces, the inside surface boundary conditions are not
representative of typical building space since the internal sensible and
latent heat gains associated with crop transpiration are high [18]. Thus,
HVAC systems used in these production spaces are set to higher airflow
rates to promote indoor environment uniformity and crop transpiration.
Hence, the CHTC for each inside surface differs from conventional
building spaces and the CHTC algorithms used in BPS tools might not be
suitable for CEA-HD modelling.

In EnergyPlus, five options are available for calculating the CHTC for
inside surfaces: Simple, TARP, Ceiling Diffuser, Adaptive Convection
and ASTMC1340 algorithms. The choice of algorithm to use can vary
according to the surface orientations, room airflow conditions, and heat
flow direction. The Simple algorithm specifies a fixed CHTC value
associated with natural convection for each room surface. The TARP
algorithm, the default choice in EnergyPlus, is a natural convection
model that correlates the CHTC to the surface orientation and the
temperature difference between the zone air and the selected surface.
These correlations are no longer available in the American Society of
Heating and Air-Conditioning Engineers (ASHRAE) Handbook of Fun-
damentals [26]. Both the Simple and TARP algorithms are based on the
work of Walton [27]. The Ceiling Diffuser algorithm, based on the ex-
periments of Fisher and Pedersen [28], uses correlation based on the air
change per hour (ACH) to predict the CHTC of the inside surfaces. The
Adaptive Convection algorithm, developed by Beausoleil-Morrison [29],
is a more general algorithm that selects specific correlations based on
the flow regime and the room configuration. It leverages the work of
Alamdari and Hammond [30], Khalifa [31], Awbi and Hatton [32] and
Fisher [33], supplemented by mixed convection correlations obtained
with blending techniques. The ASTMC1340 algorithm, developed for
attic energy models, is based on the technical document of the same
name [34] and was implemented in EnergyPlus by Fontanini, Castro
Aguilar, Mitchell, Kosny, Merket, DeGraw and Lee [35]. A recent review
by Camci, Karakoyun, Acikgoz and Dalkilic [36] summarised the cor-
relations for different flow types (i.e., natural convection, forced

Fig. 1. Example of an industrial-scale CEA-HD production space [10].

Fig. 2. Schematic of the EnergyPlus heat balance method on a thermal
zone [26].

Table 1
Variables used by the EnergyPlus CHTCs algorithms.

Algorithm Variables Details

Simple Constant Developed for natural convection cases.
TARP f(ΔT, θ) Only surface tilt angle and temperature

considered.
Ceiling Diffuser f(ACH) Developed for an isothermal room with

a cold ceiling jet.
Adaptive
Convection

f(ΔT,θ,ACH,Dh,H,Tsi,
TSA,Ra,k, V̇,L)

Assumption for airflow inlet/outlet
position and orientation might not
apply.

ASTMC1340 f(Gr,Pr,Ra,Re,θ,k,L) Developed for attic space.

G. Larochelle Martin and D. Monfet
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convection, mixed convection) developed for indoor applications. An
overview of the variables used by the EnergyPlus inside surfaces CHTCs
algorithms is presented in Table 1, where ΔT is the temperature differ-
ence between the interior surface and the thermal zone air temperature,
θ is the surface tilt angle, ACH is the zone air changes per hour, Dh is the
hydraulic diameter, H is the characteristic height, L is the characteristic
length, Tsi is the surface temperature, TSA is the supply air temperature,
Ra is the Rayleigh number, k is the air thermal conductivity, Gr is the
Grashof number, Pr is the Prandtl number, and Re is the Reynolds
number.

The choice of CHTC to be used is not trivial [37]. Indeed, choosing a
specific type of correlation over another can impact the building’s peak
heating demand by up to 30.5 % and peak cooling demand by up to 55.2
% [38]. Differences also exist between correlations obtained from
comparable experiments as they are derived from a single geometry
[39]. To the authors’ knowledge, the algorithm or values used for
computing the CHTC for inside surfaces in CEA-HD spaces using BPS
tools are often not specified.

Hence, this paper aims to identify which internal surface CHTC al-
gorithm available in the BPS tool EnergyPlus is more appropriate to
model CEA-HD spaces. It also seeks to provide reference values based on
computational fluid dynamics (CFD). The impact of selecting an inap-
propriate algorithm is also quantified using a small-scale CEA-HD pro-
duction space case study.

2. Methodology

The proposed method compares different inside surfaces CHTC al-
gorithms available in EnergyPlus with reference CHTC values computed
using CFD. The five options available in EnergyPlus (Simple, TARP,
Ceiling Diffuser, Adaptive Convection and ASTMC1340) are used in a
case study to assess their influence on energy use and peak demand, as
well as air conditions and critical aspects of crop modelling. The case
study leverages two different models: (1) a computational fluid dy-
namics (CFD) model and (2) a building energy model (BEM), as illus-
trated in Fig. 3. In summary, the ANSYS Fluent R19.2 CFD air
distribution model, with boundary conditions extracted from the Ener-
gyPlus BEM, was used to generate the reference CHTCs. In EnergyPlus,
the CHTC values can be defined by the users, for example, by specifying
the computed CHTC for each surface using the CFD model or by
selecting one of the algorithms listed in Table 1. Simulation results are
generated for all cases. The small-scale CEA-HD production space, the
CFD model and the BEM are described in the following sections.

The CHTC reference values are obtained through CFD modelling of
the space, including the impact of crops. Indeed, CFD has already been
used to develop natural convection Nusselt number correlations for
building rooms [40,41]. This provides a Navier-Stokes based reference
tailored to the specific configuration of the small-scale CEA-HD space
since in forced convection applications, the correlation used should

Fig. 3. Overview of the proposed methodology.

Fig. 4. Isometric view of the hydroponic production system (left) and production space enclosure (right).
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account for the airflow rate and the locations of the inlet/outlet [36].
The influence of the different CHTC values and algorithms on the energy
use and peak demand and the thermal zone air temperature, air hu-
midity, crop temperature, and crop sensible and latent heat exchanges
between the crops and the zone are also quantified and compared.

2.1. Small-scale CEA-HD production space

The CEA-HD production space used as a case study is a small-scale
hydroponic lettuce production system, as illustrated in Fig. 4. The pro-
duction space enclosure walls are made of highly insulated thermal
structural panels having a thermal conductance value of 0.12 W⋅(K‧m2)-
1, a thermal capacity of 100 J⋅(kg‧K)-1, and a density of 113.17 kg⋅m− 3.
The temperature and relative humidity setpoints are 21 ◦C/70 % during
the photoperiod, from 4 h00 to 22 h00 (18 h), and 18 ◦C/74% during the
dark period. The light emitting diode (LED) lamps are designed with a
power density of 144.23 W⋅m− 2 of cultivated area and a photosynthetic
photon flux density (PPFD) of 288.5 μmol⋅s− 1⋅m− 2 and a visible fraction
of 0.52. The same lighting power density was used in the CFD and
building energy model. The LAI, defined by the total one-sided leaf area
per horizontal surface unit [42], is specified as 1 and the crop reflectivity
as 5 % for both models. The production enclosure is located in a
conditioned research laboratory with controlled temperature and hu-
midity. The location of the air distribution system inlets and outlet are
shown in Fig. 4, including the production space and system dimensions.

2.2. CFD model

A computational fluid dynamics (CFD) model of the air distribution
of the CEA-HD space illustrated in Fig. 4 was previously developed in
ANSYS Fluent R19.2 using the k-ε turbulence model [43] and user-
defined functions (UDFs) to account for the crop airflow impingement,
photosynthesis, and sensible and latent heat exchanges [44]. In the
UDFs, it was assumed that the only source of water vapour was the
transpiration from the crops since the evaporation of the nutritive so-
lution can be assumed to be negligible in enclosed hydroponic systems
[45]. These UDFs solve the heat balance at the leaf level in each cell

using a numerical root-finding algorithm (secant method) and add a CO2
sink. CFD crop modelling uses numerical schemes (the semi-implicit
method for pressure-linked equations (SIMPLE) [46] in this case) to
solve the Navier-Stokes, energy and mass transport equations in the
specified spatial domain. A grid convergence analysis showed no vari-
ation in the average relative humidity and average airflow speed inside
the porous media zone, the crop zone, of the lower growing tier with
regard to the number of cells of the CFD model. The mesh cell growth
rate used for the enclosure surfaces inflation layer was 1.35, resulting in
an average grid skewness of 0.20. The boundary conditions of the
modelled domain need to be specified in the CFD tool (Fluent 19.2).
These are specified using results from the building energy model (BEM)
using the EnergyPlus default CHTC algorithm (TARP algorithm), as
illustrated in Fig. 3. The BEM estimates the temperature of the inside
surfaces according to the heat balance method of the thermal zone.
Subsequently, using a reference bulk fluid temperature, the CFD model
can be used to compute the average CHTC for each internal surface. The
CHTC values computed with the CFD model are then used as inputs for
the energy model. The BEM is then used to conduct a yearly simulation
for the analysis (see Fig. 3).

The CFDmodel needs to resolve the boundary layer of each enclosure
surface using a high-resolution mesh to stay well within the viscous
sublayer and, thus, properly evaluate the temperature gradient at the
boundary. The CFD model was developed using the standard wall
functions, which apply the laminar stress–strain relationship at values of
y* below 11.225 (in the context of the presented case study y+≈y*). The
dimensionless wall distance (y+) value used in the CFD model is
approximately one for all the enclosure surfaces in the CFDmodel to stay
well within the linear viscous sub-layer of the boundary layer [47]. The
dimensionless wall distance is detailed in equation (2) where y+ is the
dimensionless wall distance, ρ is the fluid density (kg⋅m− 3), τw is the wall
shear stress (Pa) and μ is the fluid dynamic viscosity (Pa⋅s). The velocity
magnitude results of the CFD airflow simulation in the CEA-HD pro-
duction space on selected planes are presented in Fig. 5. Further CFD
model results are shown in [44].

Fig. 5. Velocity magnitude results for the CFD model [44].
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y+ =

ρy
( ̅̅̅̅

τw
ρ

√ )

μ (2)

Post-treatment of the CFD results is necessary to extract the average
boundary surface CHTC. The CFD reference CHTC values are thus
derived from the temperature field results as the surface heat flux at the
boundary using equation (3). The temperature gradient over a boundary
adjacent cell yields the total heat flux for this cell, and by averaging
these values, the mean CHTC for the boundary surfaces is obtained.
Equation (3) describes the heat flux evaluated at the domain boundary
using Fourier’s law, and equation (4) represents the average surface
CHTC using a reference bulk temperature (21 ◦C) where qs is the surface
adjacent cell heat flux (W⋅m− 2), qs is the surface average heat flux
(W⋅m− 2), k is the thermal conductivity of the fluid (W⋅m− 1⋅K− 1), T is the
temperature (K), y is the absolute distance from the wall (m), hc is the
average surface heat transfer coefficient (W⋅m− 2⋅K− 1), Tsi is the surface
temperature (K) and Ta is the zone air temperature (K).

qs = k
∂T
∂y

⃒
⃒
⃒
⃒
y=0

(3)

hc =
qs

(Tsi − Ta)
(4)

2.3. Building energy model

The building energy model of the experimental CEA-HD production
space was developed using the internal gains described in the

production space section. The sensible and latent loads of the production
space were computed using the EnergyPlus ideal load option.

A crop energy balance model, developed by Talbot and Monfet [18]
based on the steady-state lettuce crop model proposed by Graamans, van
den Dobbelsteen, Meinen and Stanghellini [16], was adapted and added
to the energy model using the EnergyPlus Python API. The proposed
model was programmed to represent the original Fortran-based TRNSYS
type as closely as possible. However, the algorithm solver was modified
to improve code performance. As such, a fixed-point iteration algorithm
was used to solve the energy balance equation rather than the super-
linear secant method, implemented in the original TRNSYS version of
the model, for which convergence was not guaranteed. The imple-
mentation was verified by comparing the obtained results for the
computed leaf surface temperature and the gains/losses calculated using
the developed model. The residuals between the leaf temperature
simulated in TRNSYS and EnergyPlus were 0.14 ◦C for the maximum
absolute difference (MAD) and 0.038 ◦C for the root mean square error
(RMSE). The comparison of the computed heat gain/loss from the crop
energy balance model in TRNSYS versus EnergyPlus led to a normalised
mean bias error (NMBE) of less than 0.06 % for both the convective
(sensible) heat gain/loss and latent in heat gain from crops.

To account for the CFD model flow conditions over an entire year,
the EnergyPlus simulation was carried out with a fixed supply airflow
rate using an energy management system (EMS) program. This limita-
tion of the proposed method is caused by the high computing power
required to perform a strong coupling between the CFD model and the
BEM for yearly simulation. Since the supply airflow rate is fixed, the
underlying hypothesis is that the computed CFD-computed CHTC values
remain constant throughout the year. The building energy model

Table 2
Computed inside surfaces CHTC values using computational fluid dynamics (CFD) and the EnergyPlus inside convection algorithms.

Surface CFD E + Simple E + TARP E + Ceiling Diffuser E + Adaptive Convection E + ASTMC1340

21 ◦C/70 % 18 ◦C/74 % 21 ◦C/70 % 18 ◦C/74 %

Front 41.61 3.07 3.34 0.77 17.55 43.09 2.79 1.5
Right 24.62 3.07 3.34 0.77 17.55 43.04 2.79 1.5
Back 29.82 3.07 3.34 0.77 17.55 43.09 2.79 1.5
Left 34.54 3.07 3.34 0.77 17.55 43.04 2.79 1.5
Ceiling 34.42 0.95 1.96 0.45 43.80 3.44e + 06 1.58 1.5
Floor 38.95 4.04 3.86 0.87 11.35 28.93 4.03 1.6

N.B. values are given in W⋅m− 2⋅K− 1.

Fig. 6. Yearly peak demand comparison by end-uses between the different CHTC algorithms.
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Fig. 7. Yearly energy end-use comparison between the different CHTC algorithms.

Fig. 8. Typical day CEA-HD energy model (a) zone air temperature, (b) relative humidity and (c) crop temperature.
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Energy & Buildings 319 (2024) 114568

7

consists of a single thermal zone with a fixed supply airflow rate and
does not explicitly model the HVAC system. Given the multiple options
available to model the heat conduction through the enclosure in Ener-
gyPlus, the default option (conduction transfer functions) was used for
the simulation. The outside boundary conditions of all the enclosure
surfaces were set to a constant temperature of 20 ◦C and a combined
convective-radiative film coefficient of 17.8 W⋅m− 2⋅K− 1 with no sun or
wind exposure to represent the environment of the conditioned research
laboratory where the CEA-HD production space is located.

3. Results

The CHTC values computed by EnergyPlus are compared against
CFD reference CHTC values to assess the variation between the different
algorithms. Table 2 compiles the CHTC values for each of the six surfaces
of the production space enclosure computed with CFD, Simple, TARP,
Ceiling Diffuser, Adaptive Convection and ASTMC1340 algorithms. The
surfaces are referenced according to the orientation presented in Fig. 4.
Upon examination of the values of Table 2, it is evident that the values
computed with the Adaptive Convection algorithm are approximately
within the same order of magnitude as the CFD reference values, albeit
at the expense of a notably aberrant ceiling CHTC. Indeed, the forced
convection flow regime in gases is expected to yield a CHTC between 25
and 250 W⋅m− 2⋅K− 1 [26]. The source of this issue for the ceiling CHTC

could not be identified, but it seems to be linked to the Fisher-Pedersen
ceiling diffuser correlation when a setpoint change occurs. It is unclear if
the issue stemmed from the adaptive convection algorithm itself or from
a combination of the modelling method (using ideal loads with fixed
EMS airflow) and the algorithm. The other EnergyPlus algorithms
computed lower inside surfaces CHTCs than the CFD reference values,
except for the Ceiling Diffuser algorithm ceiling surface. This difference
can be explained by the orientation of the supply air inlet jet (see Fig. 5).

The impact of the different CHTC algorithms on the production space
energy use and peak demand is presented in Fig. 6 and Fig. 7, respec-
tively. The difference in the computed CHTC values has a more signif-
icant impact on the peak demand than energy use. For example, the
estimated sensible peak demand varies between 1 kW and 13 kW, while
the estimated sensible cooling energy use varies between 5500 kWh and
6500 kWh. The sensible cooling peak demand for the Adaptive Con-
vection algorithm is significantly higher, linked to the aberrant value of
the ceiling CHTC shown in Table 2.

The impact of the different computed CHTC values was then assessed
on the daily profiles of critical CEA-HD variables, such as the zone air
temperature, relative humidity, and crop temperature, as presented in
Fig. 8. These variables are critical for solving the heat balance at the crop
level, resulting in the computation of sensible and latent heat exchanges
between the crops and the zone. Fig. 8 shows two emerging clusters: (1)
the Simple, TARP, and ASTMC1340 algorithms and (2) the Ceiling

Fig. 9. Crop sensible and latent heat exchanges between the crops and the zone air computed by the building energy model for a typical day.
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Diffuser, Adaptive Convection, and CFD-derived CHTC values. This
suggests that the Simple, TARP, and ASTMC1340 algorithms might be
ill-suited for modelling CEA-HD spaces based on the CFD computed
CHTC values.

The crop sensible and latent heat exchanges between the crops and
the building zone air, both outputs of the leaf level heat balance, are
presented for a typical production day in Fig. 9. The same two clusters
identified in Fig. 8 are observed in Fig. 9. These further support dis-
regarding the Simple, TARP, and ASTMC1340 algorithms for BEM of
CEA-HD spaces. The peak crop cooling effect (negative crop sensible
heat exchange) is underestimated at the beginning of the photoperiod by
a factor of 5 for the ill-suited cluster of algorithms. Fig. 9 also partly
explains why the impact is higher on the peak demand than energy use.
Indeed, the absolute discrepancies between the curves of Fig. 9
impacting peak demand are more pronounced than the difference in
area under the different curves associated with energy use.

To meet the load requirement, the zone supply air temperature and
absolute humidity fluctuated as the supply airflow rate remained fixed.
The zone supply air inlet temperature and absolute humidity computed
using the energy model also vary from one CHTC algorithm to another.
Fig. 10 illustrates the distribution of those two supply air variables over
a yearly simulation for each inside surface CHTC algorithm. The previ-
ously identified ill-suited algorithm cluster exhibits a broader range in
supply inlet temperatures with a narrower range in relative humidity.
This becomes particularly relevant when using the energy model for

HVAC control sequence development or performance evaluation.
Indeed, using an inappropriate CHTC algorithm might yield suboptimal,
inadequate rule-based control sequences and potentially adversely
affect the production microclimate.

4. Discussion

The results presented in this paper highlight the discrepancies in
peak demand, energy use, thermal zone temperature, humidity, crop
temperature and the sensible and latent heat exchanges between the
crops and the zone air that can be caused by an ill-advised selection of
the inside surface CHTC algorithm in CEA-HD spaces energy modelling
using the BPS program EnergyPlus. While CHTC values directly impact
the BPS computed results, further exploration of the different assump-
tions used in BPS tools, such as EnergyPlus, must be performed before
the widespread use of BPS for CEA-HD energy modelling. Indeed, other
algorithms used for wall conduction or radiation exchanges, for
example, could result in discrepancies for additional critical heat or
mass transfer. Concerningly, recent research using BPS for CEA-HD
energy modelling is often performed by authors outside the BPS field,
leading to oversimplification of the building energy model used.

One limitation of the performed analysis is that the boundary con-
ditions of the CFD model should ideally be dynamic and not fixed.
Hence, the temperature used for the surfaces of the CFD model should
vary using the results of a heat balance calculation in the thermal zone of

Fig. 10. Yearly supply inlet temperature and absolute humidity results computed by the BEM.
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the building energy model. Ideally, convergence between the two tools
would be reached for each timestep of a yearly simulation run period.
This is still very challenging, given the currently available computing
power. Coupling the CFD and BEM could enhance the methodology used
when advances in CFD modelling and/or computing power are made.
Furthermore, particular attention to the mesh size and the governing
equations is critical. As the wall adjacent mesh y + has to be below 5 to
stay within the viscous sublayer region of the boundary layer, the mesh
quality becomes a critical factor impacting solution convergence.
Indeed, model cell count must be increased to keep an acceptable cell
aspect ratio at the boundary faces as cell sizing is reduced. Maintaining
mesh quality with the small inflation layer needed at the mesh bound-
aries to keep an acceptable y + value is challenging.

Fixing the supply airflow rate during the energy model simulation
simplifies the real production space operating conditions. Indeed, the
required airflow rate might vary depending on several factors such as
lighting schedule, crop growing stage, sensible heat ratio, etc. Using a
single CFD computed reference CHTC value for the year is a limitation of
this paper that could be addressed in the future by extracting correla-
tions from multiple CFD modelled production space operating condi-
tions. Furthermore, the issue with the ceiling CHTC raised questions
about using the adaptive convection algorithm under specific operating
conditions, which could be addressed in future EnergyPlus releases by
limiting the range of possible output values.

One major limitation of the proposed work is the lack of real-world
measurements. As advanced as CFD models may currently be, mea-
surements are still a critical requirement for validation. CHTC mea-
surements are costly and complex, yet they may provide further insights
into developing more precise CEA-HD inside surfaces, CHTC correla-
tions or algorithms, or algorithm modification. Perhaps a more
manageable alternative would be to validate the energy model given
access to operating CEA-HD production spaces. Access to this data type
is challenging as producers frequently hesitate to share information
closely tied to their financial and production performance. After
extensive validation, the results from the energy model offer a wide
range of practical applications, including assessing the energy impacts
under various production space operating conditions, enclosure com-
positions, HVAC control sequences, etc. This can support the develop-
ment of guidelines and design tools for HVAC engineers and production
space designers based on validated models.

5. Conclusion

This paper investigates the impact of inside surfaces convection heat
transfer coefficient (CHTC) on energy metrics for a small experimental
high-density controlled environment agriculture (CEA-HD) production
space. The analysis used the EnergyPlus building performance simula-
tion (BPS) tool, computational fluid dynamics (CFD) and crop model-
ling. The results showed that specific algorithms packaged with
EnergyPlus (Simple, TARP, and ASTMC1340 algorithms) are ill-suited to
model CEA-HD production spaces based on CFD computed reference
values. Furthermore, none of the investigated algorithms proved
perfectly suited to the simulation outputs obtained using CFD reference
values. While some algorithms produced closer simulation results for
critical CEA-HD variables (such as zone air temperature, relative hu-
midity, crop temperature, crop sensible and latent heat exchanges), they
still exhibited discrepancies in the computed yearly peak demand and
energy end-use distribution. This paper aims to serve as a foundation for
comprehensive research on energy modelling of CEA-HD production
spaces using BPS tools.
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