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ABSTRACT In this study, aiming to address the challenges posed by interference from communication
systems and jammers, we investigate the application of deep learning (DL) in electronic support measures
(ESM) radar systems. Our primary objective is to detect, classify, and forecast interference that can disrupt
detection of low probability of intercept (LPI) and low probability of detection (LPD) signals. The proposed
algorithm uses a time-frequency distribution (TFD) and received interference strength (RIS) to detect and
predict interference. To ensure high precision,we develop a new DL-based outlier detection (OD) technique
that is based on the relationship between true positive rate (TPR) and latent space. More specifically, the
OD technique applies a new dual-threshold mechanism to the TFD representation for interference detection.
We also introduce a DL-enabled classifier designed using the OD architecture to identify the source of
interference. Finally, we forecast the RIS by proposing a newDL autoregressive (AR)model through a sliding
window designed using the classifier’s output. By integrating OD in classifier design and using its output
for forecasting, our approach achieves superior accuracy as compared to independent models. Simulation
results demonstrate that the proposed algorithm outperforms others, particularly in low signal-to-interference
plus noise ratio (SINR) conditions. Specifically, in terms of interference detection, our algorithm achieves
0.9978 TPR, 0.9415 recall, and 0.0004 false positive ratio (FPR). With regard to classification, it records
0.9784 precision and 0.7847 recall. In forecasting, it achieves a 0.2100 mean average error (MAE), thus
significantly enhancing ESM radar awareness. The TFD feature also proves to bemore accurate than in-phase
and quadrature features. These strengths, coupled with an optimal balance of cost and accuracy, make our
framework robust and resistant to interference.

INDEX TERMS Radar systems, LPI/LPD, FMCW, interference detection and classification, forecasting,
deep learning.

I. INTRODUCTION
The need for low probability of intercept/low probability of
detection (LPI/LPD) communications has been recognized
by tactical wireless networks (TWNs) and sixth generation
(6G) networks. LPI/LPD is considered an essential tactical
requirement and is being used by many military radar
systems [1]. Electronic support measures (ESM) radar
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sends LPI/LPD signals and then receives radiation from
other sources, targets, communication systems, and other
electronic devices. In this framework, short-range ESM
radars are particularly interesting because of their robustness
against adverse weather conditions. ESM receivers search
passively for LPI/LPD radar transmissions within a very
large bandwidth, without any a priori knowledge except
for a few common characteristics of usually employed
radars [2]. The main type of LPI radar is based on frequency
modulated-continuous wave (FMCW) technology, which is
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the result of the use of continuous wave (CW) combined
with linear frequency modulation (LFM) [1]. In TWNs,
the attempt to degrade and/or deny the target’s detection is
known as jamming and is a common practice in electronic
warfare. The utilization of ESM radars has been extended
to civil applications when the carrier frequency of wireless
communications started moving toward the radar bands.
Existing inter-radar interference has been proven to raise
overall clutter levels in ESM radar systems, possibly resulting
in the appearance of ghost targets and disrupting the detection
of LPI/LPD signals reflected by the targets. According to the
literature, the co-existence of wireless communications and
radar systems increases the likelihood of interference in the
frequency band [3], [4]. The combination of two or more dis-
tributed and incoherently operated ESM radars is often called
a cooperative radar system. Traditional interference detection
techniques depend on prior information like transmitted
power and channel state information (CSI), but they are not
efficient for ESM radar systems in modern time-sensitive
networks and do not achieve high situational awareness
(SA). The SA application can be considered as a part of
the cognitive radio (CR) and Networking paradigm because
it involves the use of intelligent and adaptive techniques
to optimize ESM radar performance [5], by identifying the
presence of interferences and jammers in real-time, thereby
improving SA. Deep learning (DL) addresses this issue by
extracting intrinsic features from input data without explicit
parameter computation, offering superior performance in
signal detection and classification compared to classical
methods [6]. To meet the requirements of TWNs and
ESM radar systems, an intelligent CR design utilizing DL
algorithms for interference detection, classification, and
forecasting is necessary.

A. RELATED WORKS
ESM radars’ detection of LPI/LPD radiations under existing
jammers and interferes has gained increasing attention
from academia and industry. A range of solutions have
been proposed to address this issue, including LPI/LPD
waveform design and interference detection, to enable the
accurate detection and analysis of received radiations. In [7],
the authors proposed an LPI radar waveform recognition
technique (LWRT) based on a single-shot multi-box detector
(SSD) and a supplementary classifier to recognize both
pulse waves (PW) and continuous wave (CW) LPI radar
waveforms. In [8], the author eliminated the interference
by replacing the period during which it appeared in the
full signal with zeros. By monitoring the interference signal
and lowering its amplitude, the advanced weighted-envelope
normalization approach successfully suppressed the mutual
interference in [9]. In these works, the threshold setting
for traditional methods is determined manually, making
interference detection and forecasting a time-consuming
process. Given recent advances in DL, intelligent techniques
that allow radars to learn and adapt to their environment

have been proposed in the literature. In this context,
DL techniques are known for their capacity to model high-
dimensional distributions. In [10], the authors proposed a
two-stage autoencoder model for automotive radar inter-
ference mitigation based on separate neural networks for
detection. The results showed that their proposed approach
outperforms traditional solutions. However, in the solution,
the interference caused by inband nodes is not considered.

In [11], the authors proposed a solution for signal
classification by leveraging convolutional neural networks
(CNN). They applied six well-known CNN models to train
for ten signal classes, including long term evolution (LTE),
radar, wireless fidelity (WiFi), and filter bank multicarrier
(FBMC), as well as their interference combinations, such
as LTE + Radar, LTE + WiFi, FBMC + Radar, FBMC +
WiFi, WiFi + Radar, and Noise. To extract features,
they introduced a novel representation called the Quarter-
spectrogram (Q-spectrogram), which compresses temporal
and frequency information for input to CNN models. The
study showed that the highest classification accuracy of
98% was achieved by the ResNet18 model. Although the
authors considered interference from inband systems, they
did not address the issue of jammers, and the study did not
account for LPI/LPD systems which can significantly impact
signal classification. In [12], the authors introduced a novel
data-driven approach to automatic modulation classification
using the long short-term memory (LSTM) model. They
utilized time domain amplitude and phase information of the
modulation schemes as the features for their proposed model.
Their analysis showed that the proposed model achieved an
average classification accuracy of almost 90%. However, the
authors in [12] only considered features in the time domain
that rely on the CSI. Additionally, they did not account
for the presence of jammers or inband interferences, which
may impact the accuracy of the classification model. In [4],
the author proposed a fully connected deep neural network
(FCDNN) in communications systems subject to interference
from radar systems. Their numerical results showed that the
learning-based detector achieves comparable performance in
the radar-communication system to the traditional detector.
However, they did not consider interference from jammers
and interference from inband systems.

Several works have previously addressed the wireless
signal prediction problem using AI techniques. In [13],
a preliminary investigation towards channel prediction
in body area networks (BANs) was conducted. It was
demonstrated that an LSTM-based framework outperforms
conventional methods, like moving average and adaptive
prediction, on BAN measurements. In [14] the authors
designed DeepChannel, an encoder-decoder based sequence-
to-sequence DL model that is capable of predicting future
signal strength variations based on past signal strength data.
However, these techniques have not yet fully addressed the
complexities posed by heterogeneous sources of interference
in ESM radar systems. It is important to note that a
preliminary part of this research was published in [15],
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which focused on interference detection and classification
in the presence of a single jammer. The current work
expands on this by detecting, classifying, and forecasting
heterogeneous interference involving multiple jammers and
inband communications. Furthermore, this study provides a
more comprehensive and advanced analysis of interference
in ESM radar systems, incorporating dynamics reflective
of real-world scenarios. We introduce a novel adaptive
forecasting algorithm that markedly improves the prediction
of interference, accommodating the changing landscape
of threats and environmental conditions. By accurately
predicting interference, our approach allows ESM radar
systems to proactively adjust scanning strategies and adapt
to potential threats, thereby enhancing SA and defensive
capabilities.

B. RESEARCH QUESTION, PROPOSED SOLUTION, AND
CONTRIBUTIONS
In contrast to previous works, in this paper, we raise three
research questions: (i) how to extract significant features from
received radiation, (ii) how to detect interference, and (iii)
how to classify and forecast the interference type and value.
To answer these questions, we propose a new hybrid DL
framework based on cognitive techniques for interference
detection, classification, and forecasting (IDCF) algorithm.
Our proposed IDCF algorithm consists of three phases, each
with a unique DL method. By optimizing each phase and
improving the quality of input data for subsequent phases,
our system achieves higher accuracy, robustness, and SA,
compared to existing approaches. The approach relies on
the results of each phase as input for the next, resulting
in an integrated system. In Phase I, a residual autoencoder,
i.e., CWD-Res-AE combined with kernel density estimation
(KDE) in the latent space is applied to the Choi William
distribution (CWD) representations to detect interference.
In Phase II, interference is classified using the encoder of
Phase I with a classifier block, i.e., CWD-Res-CNN. In Phase
III, the received interference strength (RIS) is predicted
using an autoregressive model with LSTM, RIS-AR-LSTM,
designed using the output of CWD-Res-CNN on past RIS
levels. The IDCF algorithm, which focuses on scalability and
efficiency, is built for real-world radar systems. It effectively
handles complex interference, such as in air traffic control and
military radar, enhancing detection and response. Its modular
design allows for an easy integration into existing systems,
offering a cost-effective way to improve SA and operational
efficiency. The key contributions of the paper are summarised
as follows:

• The front-end processing design incorporates the direct
spread spectrum technique (DSSS) into the LFM wave-
form to design LPI/LPD radiation. Our approach uses a
window function to reduce cross-term interference and
extracts time-frequency distribution (TFD) representa-
tions of a received signal, known as the CWD, enabling
no-reference interference detection and classification.

• To determine the most accurate and optimal architecture
for the first phase, we studied the effect of the CWD-
Res-AE architecture on the latent space dimension
and the effect of the latent space dimension on true
positive ratio (TPR). Using curve fitting and least square
regression (LSR) methods, we derived a quadratic
function between the dimension of latent space and the
TPR. This allowed us to design an optimal architecture
that enables more informed decision-making.

• We propose a novel dual-threshold anomaly detec-
tion (AD) system to enhance interference detection
performance at low signal-to-interference plus noise
ratio (SINR). To this end, we first compute the
reconstruction threshold error after the CWD-Res-AE.
However, relying solely on this threshold is insufficient,
as some anomalies may have errors similar to normal
samples. Therefore, we also perform KDE to evaluate
the probability density function of samples in the latent
space and determine a KDE threshold. By using two
thresholds, we can control the system’s sensitivity to
interference, thereby significantly improving accuracy
and reliability. This dual-threshold approach ensures
robust and precise detection in real-world applications
that require maintaining high performance under vary-
ing signal conditions, such as military radar systems and
tactical networks.

• After detecting the presence of interference, the ESM
radar applies the CWD-Res-CNN to the CWD feature
to classify the source of interference. Our proposed
solution uses the optimally designed architecture of
Phase I to design the CWD-Res-CNN and the result
of Phase I to update the CWD dataset. The updated
CWD dataset, which contains samples classified as
interference in Phase I, is used to train and test the
CWD-Res-CNN. Our simulation results show that our
proposed two-phase interference classification system
outperforms a standalone system, achieving higher
accuracy in low and high SINR scenarios.

• We design a forecasting model, RIS-AR-LSTM, that
combines an autoregressive (AR) model with an LSTM
model and a sliding window. By capturing both linear
and non-linear relationships using AR and LSTM
respectively, our approach offers a unique and effective
solution for forecasting interference strength that has
not been explored before. Additionally, by classifying
the source of interference, we can select an appropriate
window length and improve the quality of input data,
leading to better prediction accuracy and improved
system performance. This approach increases reliability
and SA in ESM radar systems, thus enabling proactive
interference prevention and mitigation.

• In practical simulation and implementation, our pro-
posed method demonstrates high classification accuracy
using existing datasets. We also create a synthesized
dataset through rigorous scattering parameter network
analysis. This dataset incorporates practical settings,
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including waveforms and measurements from diverse
locations and interference powers. We study sensitivity
of the IDCF algorithm against unseen data and data
generated with different setting parameters, finding
that the IDCF has low sensitivity and high robustness.
A comparative analysis is conducted, demonstrating
the superiority of TFD over the in-phase/quadrature
(I/Q) features for training DL networks. Furthermore,
we show that the proposed algorithm outperforms
other relevant DL algorithms for interference detection,
such as those in [4], [10], [11], [12], [13], [14],
and [16], in terms of TPR, false positive rate (FPR),
mean absolute error (MAE), and root mean square
error (RMSE), especially in the low SINR regime.
These characteristics, with a great trade-off between
computational cost and accuracy, make our proposed
IDCF algorithm robust and resistant to jammers and
interference.

II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider a co-existence scenario where both cooperative
ESM radars and communication systems are deployed in
a neighborhood. The network is composed of NR ESM
radars, R = {Rk , k = 1, . . . ,NR}, NS legitimate inband
transmitters, S = {Sm,m = 1, . . . ,NS}, and NJ jammers,
J = {Jn, n = 1, . . . ,NJ}, as well as one target, T. In the
network, the cartesian coordinates of Rk , Sm, T, and Jn are
denoted by

(
xRk , yRk

)
,
(
xSm , ySm

)
, (xT, yT), and

(
xJn , yJn

)
,

respectively. Thus, the Euclidean distance from node A to the

Rk radar is given by dA→Rk =

√(
xA − xRk

)2
+
(
yA − yRk

)2
,

where A ∈ {Sm, Jn,T}. The echoes from T and signals
from the communication nodes are received by the k-th
(k = 1, . . . ,N ) ESM radar. The inband Sm and the jammer
Jn generate signals that interfere with the target detection.
In the present study, we assume that, under the given scenario,
the received signals at the radar can be classified into the
following four distinct categories: received echoes from the
target (C0), received echoes from the target alongsidemultiple
inband nodes (C1), received echoes from the target in the
presence of multiple jammers (C2), and a combination of
received echoes from the target, jammers, and inband nodes
(C3).

A. NODE DISTRIBUTION
In the considered network, to provide a more realistic
model, we let nodes A ∈ {Sm, Jn,T} be stochastically
distributed across the network area through the homogeneous
poisson point process (HPPP). In an HPPP, node points are
uniformly and independently distributed within the target
area A [m2]. An HPPP 8A with density per meter square
λA is given by 8A =

{(
pA,A

)
: pA ∈ R3,A ⊆ R2

}
, where

pA is the position of node A and A is its serving area.
Furthermore, the random number of node points, X (A),
follows a Poisson distribution with µ(A) = Aλ, which is
X (A) ∼ Poisson (Aλ), where µ(A) is the average size of A.

However, the distribution of node B ∈ {R} is characterized by
random process φB =

{(
pB,A

)
: pB ∈ R3,A ⊆ R2

}
within

the same serving area A, where pB denotes the position of
node B.

B. LFM WAVEFORM FOR FMCW LPI/LPD RADARS
An ESM radar transmits an LFM chirp signal with pseudo-
noise (PN) code to reduce the transmitted power of the
FMCW waveforms [17]. The idea of LFM is to sweep the
frequency band linearly during the phase pulse duration T .
At the k-th radar, the transmitted LFM lowpass chirp signal
can be modeled as

xLFMk,LP(t) = A(t) exp(jφ(t)), −T/2 ≤ t ≤ T/2, (1)

where A(t) is the normalized envelope of the signal, φ(t) =
2π
∫
t f (t)dt = 2π

(
0
2 t

2
)
+ φ0, is the instantaneous phase of

the radio frequency (RF) waveform with an initial phase φ0,
f (t) = 0 × t is the instantaneous frequency, 0 = ±B/T is
the chirp rate (the frequency sweep rate), where B is the pulse
bandwidth [1], [18]. 0 is positive for an up-sweep, where the
magnitude of the carrier frequency increases over time, and
negative for a down-sweep, where the magnitude decreases
over time. Plugging φ(t) in (1), the transmit lowpass chirp
signal is expressed as

xLFMk,LP(t) = rect
(
t
T

)
A(t) exp

(
j2π

(
0

2
t2
)
+ φ0

)
, (2)

where rect(t) is the rectangle function over [− 1
2 ,

1
2 ]. The

complex modulated LFM chirp waveform can be expressed
as

xLFMk,c (t) = A(t) exp
(
j2π

(
fct +

0

2
t2
)
+ φ0

)
, (3)

where fc is the carrier frequency. Using Euler’s formula,
we have xLFMk,BP(t) = A(t) cos

(
2π
(
fct + 0

2 t
2
)
+ φ0

)
. To

achieve LPI/LPD characteristics in the transmitted wave-
forms, DSSS is used to spread the narrow band signal over
a wide bandwidth. The idea is to combine the PN code with
the LFM chirp signal, as explained above [19]. Specifically,
the PN code signal, c(t), consisting of P chips, is expressed as
c(t) =

∑P−1
l=0 clrect (t − lTc) . In this manner, a processing

gain P of the spread spectrum is exploited to provide a
significant performance gain to the chirp modulated signal.
The transmitted LFM chirp signal with PN code can be
expressed as

xPN,LFMk,BP (t) =
P−1∑
l=0

clA(t) rect (t − lTc)

× cos
(
2π
(
fct +

0

2
t2
)
+ φ0

)
. (4)

C. SIGNAL AND CHANNEL MODELING
1) CHANNEL MODELING BETWEEN INTERFERENCE SOURCE
AND RADAR
In channel modeling, the stochastic nature of the channels
and noise are accounted as a random process. Moreover, at a
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specific time instant t , the channel coefficient and noise at
the Rk radar introduce additional randomness to the system,
which can be viewed as random variables. An appropriate
and practical assumption is to use the Nakagami propagation
model as the fading channel model [20]. Let hI→Rk , where
I ∈ {Sm, Jn}, be the channel fading coefficient between the
ESM radar Rk and the source of interference I, hI→Rk =

lI→RkgI→Rk exp(jθI→Rk ), where lI→Rk is the large-scale
shadowing is modeled as an inverse-Gaussian (IG) random
variable (RV), θI→Rk is the channel phase, and gI→Rk is the
small-scale fading, an RV following a Nakagami distribution
with the probability density function (PDF), parameterized
by the shape parameter mI→Rk and the spread parameter
�I→Rk = E

[
g2I→Rk

]
. The PDF of gI→Rk is given by

fgI→Rk
(x;mI→Rk , �) =

2mI→Rk
mI→Rk

0(mI→Rk )�
mI→Rk

x2mI→Rk−1

× exp
(
−
mI→Rk

�I→Rk
x2
)
, (5)

where 0(·) is the gamma function. The IG PDF of lI→Rk is
given by

flI→Rk
(x;αI→Rk , µI→Rk ) =

µ
αI→Rk
k

0(αI→Rk )
x(−αI→Rk−1)e

−µI→Rk
x , x > 0, (6)

where αI→Rk > 1 and µI→Rk are the shape and the scale
parameters of the distribution, respectively [21].

2) PATH-LOSS OF THE k-TH ECHOED LINK
The transmitted waveform of the radar Rk ′ is reflected from
a target, and the echo signal is received at the radar Rk .
The directional power density is Sdirect = SRk′Gt,Rk′ =
PtxRk′

4πd2Rk′
Gt,Rk′ , whereGt,Rk′ is the transmitted gain density,PtxR′k

and dR′k denote the transmitted power and the range from

radar R′k to the target [22]. Let us denote by κ the radar cross-
section, the reflected power PrflRk

from the target to the radar

Rk is given by, PrflRk
=

PtxRk′
4πd2Rk′

Gt,Rk′ κ. Because echoes are

subjected to the same conditions as the transmitted power, the

power density at the radar Rk becomes SRk =
PrflRk
4πd2Rk

. At radar

Rk , the received power is given by PrxRk′→T→Rk
= SRkAW ,

where AW is the effective antenna aperture, i.e., AW =
GRk λ

2

4π
and λ is the wavelength associated with the carrier frequency
fc. Thus, the power received is given by [22]

PrxRk′→T→Rk =
PrflRk

4πd2Rk
AKa. (7)

Thus, the deterministic path-loss model of the radar R′k to
target and the target to radar Rk link can be expressed as

PLRk′→T→Rk =

(
c2Gr,RkGt,Rk′ κ

(4π)3f 2d2Rk′ d
2
Rk

)−1
. (8)

3) PATH-LOSS BETWEEN THE INTERFERENCE SOURCE AND
THE rk RADAR
The path loss between Rk and the interferer I is given by

PLI→Rk =

(
GIGRk λ

2

(4π)2(dI→Rk )
2

)−1
, with PtxI and GI being the

transmit power and the antenna gain of the interference
source, respectively, GRk the antenna receiver gain of the
radar Rk , and dI→Rk the range between the interference
source andRk radar. In caseC0, the receivedwaveform,which
is reflected from a target at a distance dk ′ with a velocity νk ′ ,
can be expressed as a delayed copy of the transmitted LFM
chirp signal rC0k,BP(t) =

∑NR−1
K ′=0

√
2PrxRk′→T→Rk

xPN,LFMk ′,BP (t −

τk ′ ) + wRk (t) [1], where the round-trip time delay is τk ′ =
2(dk′+νTt)

c = τ0 +
2νTt
c , νT is the target velocity, wRk (t) is the

complex bandpass white Gaussian noise random process over
the time domain, at a specific time instance t , each realization
of the random process, wRk ∼ N (0, σ 2

Rk
) is an additive white

gaussian noise (AWGN) with zero mean and variance σ 2
Rk
,

and PrxRk′→T→Rk
is the received power from radar k ′ to radar k

[1]. The received and transmitted signals are mixed resulting
in the generation of an intermediate-frequency signal given
by (9), as shown at the bottom of the next page, where
wmixRk ,BP

(t) = xPN,LFMk,BP × wRk (t) is the noise after de-chirping
the received signal, andφ′(t) = 2π

(
fct + 0

2 t
2
)
+φ0.We have

cos
(
φ′(t)

)
× cos

(
φ′(t − τk ′ )

)
=

1
2
cos(φ′(t)+ φ′(t − τk ′ ))︸ ︷︷ ︸
high-frequency component

+ cos
(
φ′(t)− φ′(t − τk ′ )

)︸ ︷︷ ︸
low-frequency component

,

(10)

and since it is typically only taken into account in the phase
and is incredibly small in comparison to the sweep duration,
the term τk ′ is ignored in the rect function [1]. Thus, the
equation (9) can be rewritten as equation (11), as shown at the
bottom of the next page. Then the complex bandpass signal
is given by rC0,mixk,c (t) = rC0,mixk,BP (t)+ ĵrC0,mixk,BP (t) [23], where
r̂C0,mixk,BP (t) denotes the Hilbert transform of rC0,mixk,BP (t), as a
result, the signal is obtained as

rC0,mixk,c (t) =
NR−1∑
K ′=0

√
PrxRk′→T→Rk

M−1∑
i=0

bi
P−1∑
l=0

clA

× rect
(
t − iT − lTc

)
× exp

(
2π j

(
0τ0 + 2fc0τk ′ + 0τk ′ t

−
0

2
τ 2k ′
))
+ wmixRk ,c(t), (12)

where wmixRk ,c
(t) = wmixRk ,BP

(t) + jŵmixRk ,BP
(t). Replacing τk ′ in

rC0,mixk,c (t), we have

rC0,mixk,c (t) =
NR−1∑
K ′=0

√
PrxRk′→T→Rk

M−1∑
i=0

bi
P−1∑
l=0

clA
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FIGURE 1. An illustration of the architecture of the proposed algorithm using CWD-Res-AE, CWD-Res-CNN, and RIS-AR-LSTN.

× rect
(
t − iT − lTc

)
exp

(
2π j

((
0τ0 +

2νTfc
c
−
0νTτ0

c

)
t

−
0τ 20

2
+

20
(
νT −

ν2T
c

)
t2

c

))
+ wmixRk ,c(t). (13)

The main contribution is the Doppler shift induced in
the beat frequency fb ≈ 0τ0 +

2νTfc
c = ατ0 + fD,

where fD represents the Doppler frequency component.
The power of the desired mixed signal at time t can be
expressed as PR =

∑NR−1
k ′=0

√
PrxRk′→T→Rk

. Mathematically,

the synthesized received signal at the radar Rk can be
expressed as (14), shown at the bottom of the next page,
where PtxJn is the transmitted power from the jammer Jn

to the radar Rk , PLJn→Rk and xJn,BP(t) are the path loss
and transmitted signal between the jammer Jn and Rk radar,
respectively. PtxSm is the transmitted power from the legitimate
inband interferer to the radar Rk , PLSm→Rk and xSm,BP(t)
are the path loss and transmitted signal between the inband
interferer Sm and radar Rk , respectively. The jammer radiates
random jamming power, i.e., the jamming power is uniformly
distributed in [Pmin

J ,Pmax
J ], where Pmin

J ,Pmax
J are minimum

and maximum jamming powers, respectively, in other words,
PtxJn ∼ U{P

min
J ,Pmax

J }. From (14) the SINR is given by

SINR =
I(C0)

∑NR−1
K ′=0 P

rx
Rk′→T→Rk

XRISt
, (15)

rC0,mixk,BP (t) = xPN,LFMk,BP (t)× rC0k,BP(t) =
NR−1∑
K ′=0

√
2PrxRk′→T→Rk

(M−1∑
i=0

bi
P−1∑
l=0

clA rect
(
t − iT −lTc

))

×

(M−1∑
i=0

bi
P−1∑
l=0

clA rect
(
t − iT − lTc − τk ′

))
cos

(
φ′(t)

)
cos

(
φ′(t − τk ′ )

)
+ wmixRk ,BP(t), (9)

rC0,mixk,BP (t) =
NR−1∑
K ′=0

√
PrxRk′→T→Rk

2
×

(
M−1∑
i=0

bi
P−1∑
l=0

clA rect (t − iT − lTc)

)
× cos

(
2π
(
fc0τk ′ + 0τk ′ t −

0

2
τ 2k ′

))
+ wmixRk ,BP(t).

(11)
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where XRISt = σ 2
Rk
+I(C1)

∑NJ
n=1 P

tx
Jn
PLJn→Rk |hJn→Rk |

2(t)+

I(C2)
∑NI

m=1 P
tx
Sm
PLSm→Rk |hSm→Rk |

2(t), is the interference
power at time t .

D. PROBLEM FORMULATION
In this study, ourmain objective is to detect, classify, and fore-
cast interference to enhance the performance and reliability of
radar systems and take proactive measures against upcoming
interference. We reformulate the considered problem as three
sub-problems. Consider a set D containing |D| different
samples and ψphs, a set of different class labels with phs ∈
phsI,phsII. Here, phsI is for Phase I, i.e., interference
detection, and phsII is for Phase II, i.e., interference
classification. For instance, |ψphsII

| = 3 with ψphsII
=

C1,C2,C3, and ψphsI
= H1,H0, where H1 is the scenario

with interference, while H0 indicates no interference.

1) INTERFERENCE AND/OR JAMMER DETECTION PROBLEM
In this phase, our first objective is to detect devices that
generate interference and disrupt the detection of the target
by the radar. Radar signals are sensitive to interference,
where the presence of interference strongly affects the CWD
representation and generates unforeseen representations
(abnormalities). An abnormality is defined as a defect in the
TFD representation. These unforeseen TFD representations
have no pattern and represent abnormalities compared to TFD
representations corresponding to the normal case (C0). Thus,
the interference detection problem can be formulated as two
hypotheses, H0 (normal), and an alternative hypothesis, H1
(abnormal)

H0 : rmixk,c (t) = rC0,mixk,c (t) (16)

H1 : rmixk,c (t) = rC0,mixk,c (t)+
NS∑
m=1

√
PtxSm

√
PLSm→RkhSm→Rk

xSm,BP(t)x
PN,LFM
k,BP (t)+

NJ∑
n=1

√
PtxJn

√
PLJn→RkhJn→Rk

xJn,BP(t)x
PN,LFM
k,BP (t). (17)

Our interference detection approach is based on analyzing the
CWD representation of a received signal, denoted as XCWD

with double decision thresholds. We design two decision-
making statistics, 3(XCWD) and 3′(XCWD), and compare
them with two thresholds, λ and λ′, to make decisions
regarding the presence of interference. The hypothesis

for interference detection can be expressed as follows,
H1 = True if 3(XCWD) > λ and 3′(XCWD) < λ′ and
H0 = True if 3(XCWD) < λ or 3′(XCWD) > λ′. The
tests statistic 3(XCWD) and 3′(XCWD), and the thresholds
λ and λ′ are determined by the ML model and KDE
in the latent space being considered. The objectives of
the detection algorithm are to minimize the false alarm
probability and increase the detection probability, which are
defined as Pd = Pr

(
3(XCWD) > λ and 3′(XCWD) < λ′ | H1

)
and Pf = Pr

(
3(XCWD) > λ and 3′(XCWD) < λ′ | H0

)
,

respectively. In the binary classification problem, the TPR
represents the Pd , and FPR represents the Pf .

2) HETEROGENEOUS INTERFERENCE TYPE CLASSIFICATION
PROBLEM
The objective of interference classification is to identify
the source of the interference. In this task, there are
three classes C1, C2, and C3. Therefore we have a multi-
classification problem. Since we have |ψphsII

| distinct
types of interference, we have |ψphsII

| hypotheses Ci, i ∈
{0, . . . , |ψphsII

|− 1}, where each hypothesis denotes a type
of interference. Given a sample XH1

CWD classified as H1 in
Phase I and its label y ∈ ψphsII, the objective of the
interference classification model is to find the class with the
greatest posterior probability, which is expressed as

y∗ = argmax
0≤i≤|ψphsII|−1

Pr (Ci | XCWD)

= argmax
0≤i≤|ψphsII|−1

Pr (XCWD | Ci)× Pr (Ci)
Pr (XCWD)

, (18)

where Pr (XCWD) is the evidence and does not influence
the argmax, the prior probability is given by Pr (Ci) =

1
|ψphsII|

∀i, and Pr (XCWD | Ci) is the likelihood. Determining
the likelihood mathematically can be difficult because
the relationships between variables are complex and the
data is noisy. Thus, we need machine learning(ML) to
automatically learn patterns and relationships in the data to
make probabilistic predictions with high accuracy.

3) INTERFERENCE STRENGTH FORECASTING PROBLEM
Let us formulate the interference prediction problem as
time series forecasting problem. At time, t the goal is
to predict the interference level in the next k time steps,
X̂RIS
t =

[
X̂RISt+1 , X̂

RIS
t+2 , . . . , X̂

RIS
t+(k−1), X̂

RIS
t+k

]
, based on past

interference strength measurement values in a window of L

rmixk,c (t) = I(C0)
NR−1∑
K ′=0

√
PrxRk′→T→Rk

M−1∑
i=0

bi
P−1∑
l=0

clA× rect
(
t − iT − lTc

)
× exp

(
2π j

((
0τ0 +

2νTfc
c
−
0νTτ0

c

)
t −

0τ 20

2

+
20
(
νT −

ν2T
c

)
t2

c

))
+ I(C1)

NS∑
m=1

√
PtxSm

√
PLSm→Rk × hSm→Rk xSm,BP(t)x

PN,LFM
k,BP (t)+ I(C2)

NJ∑
n=1

√
PtxJn√

PLJn→RkhJn→Rk xJn,BP(t)x
PN,LFM
k,BP (t)+ wmixRk ,c(t). (14)
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steps,XRIS
t−L =

[
XRISt−(L−1), . . . ,X

RIS
t−1 ,X

RIS
t

]
. Thus, to find the

optimal sliding window parameters, i.e., (L∗, k∗), we trained
the proposed forecasting algorithm with multi-sliding win-
dow parameters for each identified interference in Phase II,
and we chose the optimal sliding window parameters for each
class that give us the minimum mean average error (MAE),
thus the optimal slidin window is given by(
L∗i , k

∗
i
)
= argmin

Li,ki
{MAE(Li,ki)} ∀ i = 1 . . .3. (19)

Given these L∗i measures of the interference level of Ci,
identified in Phase II, our third objective is to predict the
sequence of the next k∗i interference levels using the RIS-AR-
LSTM. For (j = 1, . . . , k∗i ), the problem can be represented
as

X̂RISt+j = argmax
XRISt+j

Pr
(
XRISt+j | X

RIS
t−(L∗i −j)

, . . . ,

XRISt , X̂RISt+1 , . . . , X̂
RIS
t+j−1

)
. (20)

4) PERFORMANCE EVALUATION METRICS
To evaluate our framework, we considered metrics for
interference detection and classification, as well as metrics
for interference forecasting. Let us denote by D|Cphsj,i the set
of samples from the j-th class classified as the i-th class.
Let TP(Cj) be the number of samples correctly classified
as the j-th class, FP(Cj) the number of samples incorrectly
classified as the j-th class, and FN(Cj) the number of samples
that belong to the j-th class but are not classified as such.
The accuracy of the j-th class is defined as the proportion of
correct predictions among all predictions, which is expressed
as

PphsA

(
Cphsj

)
=

|D|Cphsj,j |∑|Cphs|
i=1

∣∣∣D|Cphsj,i

∣∣∣ , (21)

where Cphs and |Cphs| are the set of samples and its
cardinality, respectively, in each phase. Also, we use the
precision of the j-th class, which is defined as the ratio
of correctly predicted observations as j-th class to the total
predicted observations as j-th class. The precision is given by

PPV
(
Cj
)
=

TP
(
Cj
)

TP
(
Cj
)
+ FP

(
Cj
) = |D|Cphsj,j |∑|ψphs|

i=1 |D|Cphsi,j |
. (22)

In addition, we use the true positive ratio of the class Cj,
TPR(Cj), which is defined as the ratio of correctly predicted
observations as j-th class to all observations in the actual class

TPR
(
Cj
)
=

TP
(
Cj
)

TP
(
Cj
)
+ FN

(
Cj
) = |D|Cphsj,j |∑|ψphs|

i=1

∣∣∣D|Cphsj,i

∣∣∣ .
(23)

Another metric is the FPR of class Cj which is defined as
the number of samples from the j-th class that are incorrectly

classified, divided by the total number of samples belonging
to the j-th class

FPR
(
Cj
)
=

FP
(
Cj
)

FP
(
Cj
)
+ TN

(
Cj
) = ∑|ψphs

|

i=1,i̸=j |D|C
phs
i,j |∑|ψphs|

i=1 |D|Cphsi,j |
.

(24)

The main metrics used to evaluate the RIS-AR-LSTM
(forecasting model) are the Mean Absolute Error (MAE) and
RootMean Square Error (RMSE). Let e(t) = X̂RIS

t −X
RIS
t =[

X̂RISt+1 − X
RIS
t+1 , . . . , X̂

RIS
t+k − X

RIS
t+k

]
denote the error vector

for k predicted values of RIS in the future. Then, the metrics
are defined as shown below

MAE(X̂RIS
t ) =

∑k
i=1

∣∣X̂RISt+i − X
RIS
t+i

∣∣
k

(25)

RMSE(X̂RIS
t ) =

√√√√1
k

k∑
i=1

(
X̂RISt+i − X

RIS
t+i

)2 (26)

III. THE PROPOSED IDCF FRAMEWORK
A. MOTIVATION OF THE PROPOSED IDCF ALGORITHM
ESM radar systems can be impacted by interference from var-
ious sources, including inband communication and jammers,
which can decrease their effectiveness and compromise sa.
Traditional methods for interference detection, classification,
and forecasting, such as energy and hypothesis testing, may
not be effective in complex and dynamic environments.
To address this challenge, ESM radar systems convert
received signals into TFD representations, and DL techniques
can be used to extract hidden and meaningful features from
these representations. This can lead to improved accuracy
and advance the state of the art in ESM radar systems. Thus,
a novel hybrid framework, IDCF, is proposed to deal with
these problems.

B. THE PROPOSED IDCF ALGORITHM
The victim ESM radar utilizes cognitive techniques to
establish its own DL framework as illustrated in Fig. 1. The
principles of the IDCF algorithm are explained as follows:
• Step 1: We utilize two features of the received signals
to classify and forecast the interference, namely CWD
representations and past RIS values. It is noted that the
neural network model is trained based on the values of
pixels in CWD images in the first and second phases and
the past RIS values in the third phase.

• Step 2: The radar first performs outlier detection opti-
mally designed on the extracted CWD representations
to predict whether there is interference in the detected
radiation or not using a novel dual-thresholdmechanism.
If interference is detected, the victim radar applies
a classifier to the CWD representation to verify the
result of Phase I and identify the source of interference.
The classifier is designed according to phase I design.
Next, the radar selects the appropriate sliding window
parameter for the identified class in Phase I and
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Algorithm 1 Proposed IDCF Algorithm

1 Input: Dataset of received signals, reconstruction
threshold, density threshold

2 for i← (0, length(dataset)) do
3 XCWD← TFD(dataset(i)) // TFD of the ith

signal using Alg 2
4 X̂CWD← CWD− Res− AE(XCWD) // Start

Phase I
5 ZCWD← Encoder(XCWD); score← KDE(ZCWD)

// Apply encoder and KDE
6 error(XCWD) = mean((XCWD − X̂CWD)2)

// Compute the reconstruction
error

7 if error(XCWD) ≤ reconsthreshold or
score ≤ KDEthreshold then

8 testresult− CWD− Res− AE.append(‘H′0)
// There is no interference

9 else
10 testresult− CWD− Res− AE.append(H1)

// There is interference
11 Ĉi← CWD-Res-CNN. predict(XCWD)// Start

Phase II
12 testresult− CWD− Res− CNN.append(̂Ci)

XRIS
t ← RISdata

XRIS
t ← normalization(XRIS

t ),// Start
Phase III

13 if testresult-CWD-Res-CNN(i)
∈ C1,C3 then

14 for i← (0, k) do
15 X̂RISt+i ← RIS− AR− LSTM. predict

(XRIS
t+i [i : i+ 35]) // Predict

RIS
16 XRIS

t+i ←

combine(XRIS
t+i [i+ 1 : i+ 35], X̂RISt+i )

// Update the input

17 else
18 for i← (0, k) do
19 X̂RISt+i ← RIS− AR− LSTM. predict

(XRIS
t+i [i : i+ 23]) // Predict

RIS
20 XRIS

t+i ←

combine(XRIS
t+i [i+ 1 : i+ 23], X̂RISt+i )

// Update the input

21 output Phase I: H1, H0 decisions, Phase II: optimal Ĉ,
Phase III: predicted level X̂RIS

t+k

forecasts the future values of the RIS using the past RIS
values. Each phase is designed and trained according
to the results of the past phase, and it is an integrated
framework.

• Step 3: The trained proposed algorithm is tested with
a new set of data, which includes varying parameters

for the interference source. The evaluation process
enables an assessment of the algorithm’s ability to
generalize beyond the training data to new and unseen
scenarios.

In Step 2 of the framework, our integrated three-stage
IDCF algorithm significantly enhances the capabilities
of LPI/LPD radars through a systematic approach to
interference management. The first phase uses CWD for
precise feature extraction, aiding in the early detection
of interference, which is critical for maintaining sa. The
dual-threshold mechanism used in this phase increases
detection sensitivity, enabling the radar to identify early
threats and promptly react to them. Next, the classification
phase categorizes the type of interference detected, thus
facilitating targeted and effective responses to specific
threats, and bolstering operational reliability. Finally, the
forecasting phase uses RIS data to predict future interference
patterns, allowing the radar system to make proactive
adjustments. This forward-looking capability is essential for
adaptation in dynamic and potentially hostile environments.
Collectively, these phases ensure the radar system not
only effectively responds to current interference, but also
anticipates and prepares for future challenges, maintaining
high performance in the face of evolving electronic warfare
scenarios.

C. FEATURE ENGINEER AND EXTRACTION
Feature engineering was used to achieve various advantages,
such as improved predictive results, reduced computational
times, minimized unnecessary noise, and increased trans-
parency. We used domain knowledge in radar systems to
employ the CWD for feature selection due to its superior
ability to capture essential radar signal features as compared
to the Wigner-Ville distribution (WVD) and I/Q representa-
tions [24].

1) FEATURE GENERATION AND CWD REPRESENTATION
ACQUISITION
In essence, the goal was to break down the received
bandpass signal into features that could help the proposed
DL algorithm understand it better. To accomplish this,
we mapped the received raw signal into the time-frequency
domain. The energy of a signal is distributed over the two-
dimensional time-frequency space as a resultant TFD of
the time-frequency analysis (TFA) of the received signal.
Signal processing can then take advantage of the feature
created by signal energy concentration in two dimen-
sions (time and frequency), rather than just one (time or
frequency) [24].

There are four main steps for TFD representation. First we
compute the auto-correlation of the received signal rmixk,c (t)
as R(t, τ ) = rmixk,c

(
t + τ

2

)
rmixk,c

(
t − τ

2

)∗, [24, Eq. (5)]. Next,
we compute the continuousWVDusing the Fourier transform
(FT) of the auto-correlation function [24, Eq. (6)], which can
be expressed as WVD(t, f ) =

∫
+∞

−∞
R(t, τ ) exp (−jf τ) dτk ′ .
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FIGURE 2. Illustrations of LFM reflected signal interfered by (a) No
interference, (b) jammer, (c) inband interference, and (d) jammer plus the
inband interference.

Taking the change of variable, τ/2, we have WVD(t, f ) =
2
∫
+∞

−∞
R(t, 2τ ) exp (−j2f τ) dτ. The major drawback of the

WVD is the presence of cross terms interference between
the signal components in different locations in the time-
frequency plane. The window function is used to eliminate
the WVD cross-interference terms (also known as the
exponential kernel function), which is given by G(t, τ ) =√

a
4πτ 2

exp
(
−

at2

4τ 2

)
, where (a > 0) is a scaling factor [24].

Thus, the TFD representation of the received signal can be
expressed as

CWD(t, f ) =
∫ ∫ √

a
4πτ 2

exp
(
−
at2

4τ 2

)
R(µ, 2τ )

× exp (−j2f τ) dµdτ. (27)

In Fig. 2, we illustrate the CWD representations of dif-
ferent received FMCW waveforms. We applied Min-Max
normalization using theMinMaxScaler to the extracted CWD
representation. This scaling method adjusts the values to a
range between 0 and 1, thereby enhancing the model’s ability
to effectively process and learn from the data.

2) FEATURE ENGINEERING FOR THE TIME SERIES DATA
Let XI be the received interference at time t , obtained
by subtracting the known echo value from the received
signal: XI(t) = rmixk,c (t) − rC0,mixk,c (t). The interference level

at t is given by XRISt =

√
|XI(t)|2 [25]. Furthermore,

the The input vector at time t is denoted by XRIS
t−L =[

XRISt−(L−1), . . . ,X
RIS
t−1 ,X

RIS
t

]
, which contains the RIS over

the past L time steps. We perform data normalization using
Standard Scaler (SS) [26]. This method removes the mean
of each feature and scales the variance to one. For each

Algorithm 2 Feature Engineer

1 Input: Received signal
2 for n← (0, length(Receivedsignal)) do
3 for m← (0,N − 1) do
4 K [2 n,m]← rmixk,c [n+ m]rmixk,c [n− m]∗;

K [2n+ 1,m]← rmixk,c [n+ m+ 1]rmixk,c [n− m]∗

5 WVD[2 n, k] =WVD[2 n, k]
+K [2 n,m] exp (−j2πmk/N )
WVD[2n+ 1, k] =WVD[2n+ 1, k]
+ exp(−jπk/N )
×K [2n+ 1,m] exp (−j2πmk/N )

6 CWD[n, k] =WVD[n, k] ∗
n
∗
k
G[n, k];

CWD[l, k] = IDFTn→l{CWD[n, k]}
7 CWD[l, ω] = DFTk→ω{CWD[l, k]}
8 xreal← Receivedsignal .real;
ximag← Receivedsignal .imag

9 IQdatareceived←
np.stack((xreal,ximag),axis = 1)

10 XRIS
t ←

√
|XI(t)|2

11 output: CWD dataset, RIS dataset

observation XRISt from a sample with mean E[XRIS
t ] and

standard deviation σXRIS , its normalized version XRIS,∗t is
given by the following: XRIS,∗t =

XRISt −E[XRIS
t ]

σXRIS
.

D. PHASE I: CWD-RES-AE FOR INTERFERENCE DETECTION
To identify interference in ESM radar signals and ensure
optimal performance and sa, we propose a detection approach
that integrates residual autoencoders with KDE to enhance
detection accuracy. The proposed AD technique helps to
detect images containing abnormalities, i.e., the CWD
representations of C1, C2, and C3 compared to normal
representations, i.e., C0.

1) ARCHITECTURE OF THE PROPOSED CWD-RES-AE
The CWD-Res-AE consists of two main parts, i.e. encoder
and decoder. The encoder takes the input TFD representation
and maps it into an internal representation for the hidden
layers. Se denotes the encoding function [27]. The transition
from the input layer to the latent layer is given by

Se : X 7−→ Z , XCWD→ Se(XCWD) = ZCWD, (28)

where X and Z are the input and output sets of the encoder,
respectively, XCWD is the CWD image input, and ZCWD is the
output of the encoder in the latent space. The encoder block is
composed of several sub-blocks, the first three blocks contain
a Conv2D layer with an activation function, followed by a
MaxPooling2D layer. The last block is a residual block.
Let us denote the activation of the l-th convolution layer by
f conv,le . The output of the Conv2D layer of the l-th block is
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be given by

Xconv,l
CWD [m, n] = f conv,le

Hle−1∑
i=0

Wle−1∑
j=0

Xpool,l−1
CWD [m+ i, n+ j]

× K l
e[i, j]+ ble

 , (29)

where Ke[i, j] defines the element in the i-th row and j-
th column of the Hle × Wle filter matrix and ble is the bias
vector. Let us denote by Ple the pooling function of the
MaxPooling2D layer and Ppool is the pooling size, thus
the output is given by

Xpool,l
CWD [m, n] = Ple(X

conv,l
CWD [m, n])

= max
i,j∈{0,··· ,Ppool}

{
Xl
CWD[m+ i, n+ j]

}
. (30)

The output of the first three blocks thus is given by

Xout−1
CWD

= p3e
(
(f conv,3e

(
(p3e
(
(f conv,2e

(
(p2e
(
(f conv,1e

(
XCWD

))))))
,

(31)

where f conv,3e , f conv,2e , f conv,1e , p3e, p
2
e, and p1e are the

convolution functions and the pooling functions for each
block. Using just the proposed three blocks, we had a problem
with gradient disappearance (the gradient reduces to zero).
To deal with this problem, we used a residual block in the
encoder and decoder. The CWD-Res-AE model contains
two residual blocks, where there is a connection that omits
some layers of the model. This connection is called the skip
connection and it is the heart of the residual blocks. A residual
block consists of several convolutional layers with the same
feature map size and number of filters. Thus the output of
this block is f rese (Xout−1

CWD )[m, n] = h
(
Xout−1
CWD

)
[m, n] +

F
(
Xout−1
CWD ;Wout

)
[m, n], where F is the local residual

mapping to be learned, Wout is a collection of weights
associated with the residual block, and h

(
Xout−1
CWD [m, n]

)
is

a skip connection unit, where h
(
Xout−1
CWD [m, n]

)
= Wskip

out ×

Xout−1
CWD [m, n]. The function h is fixed to an identity mapping,

thus h
(
Xout−1
CWD [m, n]

)
= Xout−1

CWD [m, n]. As a result, the
encoder function is given by

ZCWD = Se(XCWD)

= f rese ◦ p3e ◦ f
conv,3
e ◦ p3e ◦ f

conv,2
e

◦ p1e ◦ f
conv,1
e (XCWD). (32)

Decoding is the process of mapping the hidden layer’s output
back into the input feature set, which can be mathematically
described as [27]

Sd : Z 7−→ X , ZCWD→ Sd(ZCWD) = X̂CWD, (33)

where Sd is the decoding function. Similar to the encoder, the
decoder consists of four blocks. Three blocks are composed
of Conv2D layer followed by a UpSampling2D layer and
one residual block. The input of the decoder is the ZCWD and

the output of the decoder after the l-th Conv2D layer is given
by

Zconv,lCWD [m, n]

= f conv,ld

Hld−1∑
i=0

Wle−1∑
j=0

Zup,l−1CWD [m+i, n+j]K l
d[i, j]+b

l
d

 .
(34)

The UpSampling2D layer is a simple layer that increases
the dimension of the input by U l

× Ol , thus the output is
given by U l

d(Z
conv,l
CWD ) = Zup,lCWD [m : m + U l, n : n +

Ol] = Zconv,lCWD [m, n], where U l
d is the upsampling function,

m ∈ {0, · · · ,U l
× M l

} and n ∈ {0, · · · ,Ol × N l
}, N l and

M l are, respectively, the number of columns and rows of the
image ZconvCWD . Similar to the encoder, the last block is the
residual block, as a result, the output of the decoder is given
by

X̂CWD = Sd(ZCWD)

= f resd ◦ U3
d ◦ f

3
d ◦ U

3
d ◦ f

2
d ◦ U

1
d ◦ f

1
d (ZCWD), (35)

where f conv,3d , f conv,2d , f conv,1d , U3
d , U

2
d , and U1

d are the
convolution functions and the upsampling functions for each
block. f resd denotes the function of the residual block used
in the decoder. The training of CWD-Res-AE consists of
minimizing the loss function, which is the MSE given by

MSE =
1

|XCWD|

∑
i,j

(
XCWD[i, j]− X̂CWD[i, j]

)2
. (36)

2) OPTIMAL LATENT SPACE DIMENSION
The first part of our CWD-Res-AE maps high-dimensional
input samples X to a compressed, low-dimensional latent
space Z using a non-linear mapping Se. This space is a
low-rank representation of XCWD that captures the data’s
underlying structure and important features with fewer
parameters. Choosing an appropriate latent space dimension
is crucial for achieving good TPR and FPR in AD, thus
finding the optimal CWD-Res-AE architecture. The encoder
architecture determines the dimension of the latent space.
The optimal latent space dimensionality balances the model’s
capacity to represent the input data with the risk of overfitting.
Additionally, the rank of the encoder output can also affect the
model’s performance. Therefore, it is important to consider
both the latent dimensionality and rank of the latent space
when designing an encoder. Z defines the latent space
containing a set of ZCWD generated by the encoder, as shown
in eq (32). Let x(l)in, y

(l)
in, and z

(l)
in denote the dimensions of the

3D input of the l-th layer (it can be the input layer or hidden
layer). The l-th convolutional layer f conv,le is composed of
z(l)phs filters with spatial size

(
k (l)h,e, k

(l)
w,e
)
.
(
s(l)h,e, s

(l)
w,e
)
presents

the size of the stride, and P(l)H1,e,P
(l)
H2,e,P

(l)
W1,e,P

(l)
W2,e are the

padding parameters. After the l-th Conv2D layer, the output
dimension is given by

(
x(l)conv,e, y

(l)
conv,e, z

(l)
conv,e

)
=
(
x(l)in,e −

k (l)h,e + P(l)H1,e + P(l)H2,e
)
/s(l)h,e + 1, y(l)in,e − k (l)w,e + P(l)W1,e +
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PW2,e
)
/s(l)w,e+ 1, z(l)in,e

)
. Let us denote

(
kpool,(l)ph,e , kpool, (l)pw,e

)
the

kernel size of the Pooling layer and
(
spool (l)ph,e , spool,pw,e

)
is the

stride. The output dimension of the l-th Pooling is given by(
x(l)pool, e , y

(l)
pool, e , z

(l)
pool,e

)
=
((
x(l)in,e − kpool, (l)ph,e

)
/spool, (l)ph,e +

1,
(
y(l)in,e − k

pool, (l)
pw,e

)
/spool,(l)pw,e + 1, z(l)in,e

)
. The output dimen-

sion after a residual block f rese is the same as applying
two consecutive Conv2D layers. In the proposed encoder,
we have three convolution layers each followed by a pooling
layer, and the last layer is a residual block that contains two
convolution layers. Hence, we implemented eight layers, and
the dimension of ZCWD is related to all the dimensions of
the encoder, and is given by

(
xoute , youte , zoute

)
=
(
x(7)in,e −

k (7)h,e + P(7)H1,e + P(7)H2,e

)
/s(7)h,e + 1, y(7)in,e − k (7)w,e + P(7)W1,e +

P(7)W2,e

)
/s(7)w,e + 1, z(l)in,e

(7))
. Thus, the latent space dimension

Z is given by dim = |Z| = xoute × youte × zoute . To find
the function between the TPR and the latent space dimension
dim, we first create a datasetDLat containing different values
of the latent space dimension. Next, we train the CWD-Res-
AE and find the minimum TPR for each latent dimension.
Specifically, we use the least squares regression approach to
fit a function to the set of data between the TPR and latent
dimension

TPRi = f (dimi,β)+ ϵ, (37)

where β is a vector of the unknown parameters of the function
f , and ϵ is the error term. In our case, f is a quadratic function
to the TPR data, so our function f would be f (dimi,β) =
β0 + β1dimi + β2dim2

i, where β = [β0, β1, β2] are the
unknown coefficients that we estimated using least squares
regression. Particularly, our goal here is to find the optimal
β∗ using this optimization problem

min
β

|DLat|∑
i=1

(
TPRi −

(
β0 + β1dimi + β2dim2

i

))2
. (38)

Let us denote err =
∑|DLat|

i=1

(
TPRi −

(
β0 + β1dimi +

β2dim2
i

))2. To find β, we use the derivative. We know that
the derivative will be 0 when the error is at a minimum. Also,
we have three unknowns, β0, β1, and β2. Thus we take the
derivative of the function with each unknown separately

∂err
∂βj

= −2
|DLat|∑
i=1

[(
TPRi−β0−β1dimi−β2dim2

i

)
dimj

i

]
= 0

∀ j = 0, 1, 2. (39)

Thus, we have

|DLat|∑
i=1

β0dim
j
i +

|DLat|∑
i=1

dimj+1
i β1 +

|DLat|∑
i=1

dimj+2
i β2

=

|DLat|∑
i=1

TPRidim
j
i ∀ j = 0, 1, 2. (40)

FIGURE 3. Comparison of simulated and analytical TPR as a function of
latent dimension.

These equations can be re-arranged into matrix form |DLat|
∑|DLat|

i=1 dimi
∑|DLat|

i=1 dim2
i∑|DLat|

i=1 dimi
∑|DLat|

i=1 dim2
i

∑|DLat|

i=1 dim3
i∑|DLat|

i=1 dim2
i

∑|DLat|

i=1 dim3
i

∑|DLat|

i=1 dim4
i


 β0β1
β2



=


∑|DLat|

i=1 TPRi∑|DLat|

i=1 TPRidimi∑|DLat|

i=1 TPRidim2
i

 . (41)

Solving equation (41) by employing the inverse of a matrix,
we successfully obtained the solution for the system of
equations, affirming the effectiveness of our methodology as
demonstrated in Fig. 3. The obtained optimal parameters are
given by[
β0, β1, β2

]
=
[
−9.04078229e− 9, 9.62805686e− 5, 0.716977218

]
.

(42)

We employed the LSR method to demonstrate an ana-
lytical function and simulate the relation between TPR
and latent space dimension. The resulting curve was
concave, indicating an optimal point for achieving the
best TPR. Using a quadratic function and LSR approach,
we obtained a stable prediction model and captured the
relationship between TPR and latent space dimension. This
provides guidance for selecting an optimal latent space
dimension in the CWD-Res-AE, improving performance and
interoperability.

3) DUAL-THRESHOLD MECHANISM
In the decision-making phase, we use a binary cross-
entropy (BCE) loss to calculate the reconstruction error. The
reconstruction error is calculated as the reduced mean of
the BCE, which yields the difference between the input and
the reconstructed CWD representation. The reconstruction of
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sample XCWD is given by

Bce(XCWD, X̂CWD) =
1

|DphsI|

∑
i

(
Xi
CWD log(X̂

i
CWD)

+ (1− Xi
CWD) log(1− X̂i

CWD)
)
, (43)

where Xi
CWD is the i-th element of the dataset of the image

XCWD. Relying solely on the BCE causes a degradation in the
probability of detection. Specifically, when the model tries
to recreate the C1, C2, and C3 images, it generates a layout
that is similar to C0 images. Thus, we use the likelihood of
an image in the latent space (the most compressed layer of
the autoencoder) using KDE. The proposed CWD-Res-AE is
combined with KDE. KDE is a non-parametric method for
estimating the distribution of latent space samples (ZCWD).
Given |DphsI

| data samples ZCWD, drawn from an unknown
distribution with density function q(ZCWD), the probability
density function at test point ZCWD can be estimated as [28,
Eq. (1)]

q̃(ZCWD)=
1

|DphsI|

|DphsI
|∑

i=1

1

β
(
ZiCWD

)dim×K(ZCWD−ZiCWDβ
(
ZiCWD

) )
,

(44)

where β
(
ZiCWD

)
is the bandwidth, dim is the number of dimen-

sions in ZCWD, and K is a multivariate Gaussian function
with zero mean and unit standard deviation, formulated as
K(ZCWD) = 1

(2π)|ZCWD|
exp

(
−
∥ZCWD∥2

2

)
[28, Eq. (2)]. Based on

the estimated PDF, we compute the KDE threshold, q̃(ZthCWD)
values for normal and abnormal data points. Any data point
with a probability density below the threshold for normal
points is considered abnormal.

In ESM radars, signals can be highly variable and may
exhibit correlations among multiple dimensions, such as
time delay, frequency, and angle of arrival. The multivariate
Gaussian kernel function is a flexible and computationally
efficient way to model these complex distributions [28].
Overall, the input XCWD is classified as abnormal or normal
using this dual threshold,

H∗ =


H0, if q̃(XCWD) > λds OR
loss(XCWD, X̂CWD) < λth,

H1, if q̃(ZCWD) < λds AND
loss(XCWD, X̂CWD) > λth,

(45)

where λds is a probability threshold for AD and λth is the
reconstruction error threshold. We determine the thresholds
that maximize the TPR and the accuracy of classification
performance by optimizing these metrics over a suitable
validation set containing normal and anomalous data.

E. PHASE II: INTERFERENCE CLASSIFICATION BASED ON
CWD-RES-CNN
The classification phase differentiates between types of
interference, which is crucial for choosing effective counter-
measures, selecting the best sliding window to forecast the

interference, and maintaining radar integrity. To address the
challenges of 2D classification and time efficiency, we opted
to work with CNNs and ResNet blocks. After obtaining the
results of Phase I, we classify abnormal images into C1, C2,
and C3 to accurately predict the source of interference.

1) ARCHITECTURE OF THE PROPOSED CWD-RES-CNN
The proposed CWD-Res-CNN architecture is inspired by
the encoder architecture designed in Phase I. The encoder
architecture was carefully designed based on the fitting
process and input XCWD. The CWD-Res-CNN architecture
consists of two blocks: the encoder block and a classification
block. The classification block includes a Flatten layer
followed by several fully connected layers. The encoder
block takes the input data and compresses it into a lower-
dimensional representation, which is then passed to the
classification block for prediction. By using the encoder
part of the CWD-Res-AE, we can effectively learn a feature
representation of the input data and use it to train the
classifier. The input of CWD-Res-CNN is the same as the
input for the first phase,XCWD, the output after the first block,
the encoder is given by

Xe
CWD = f rese ◦ p3e ◦ f

conv,3
e ◦ p3e

◦ f conv,2e ◦ p1e ◦ f
conv,1
e (XCWD). (46)

In the classification block, the encoder block output Xe
CWD is

converted into a 1D format using a Flatten layer. Then,
we applied a fully connected layer on the incoming data, the
Fully Connected layer’s equation is given by XRelu

CWD =

ReLU
(
W⊤l ×X

flatt
CWD +br

)
,whereXflatt

CWD = Flatten(Xe
CWD)

is the output of the Flatten layer, W⊤l is the weight
matrix, and br is the bias vector of the Fully Connected
layer. The last layer is a Fully Connected layer using
a softmax activation function, which can be expressed as
X̂out

= softmax
(
XRelu
CWD

)
. The softmax formula is given

by

σi =
e
(
W⊤l ×X

l−1
+bl
)
(i)∑k

j=1 e
(
W⊤l ×X

l−1
+bl
)
(j)
, i = 1, · · · , |CphsII|, (47)

where k is the number of targets which is set to 3 in ourmodel.
Moreover, σi = Pr (yi = 1 | XCWD) indicates the predicted
probability of the i-th class, and yi is the i-th label in the truth
vector y, which can be [1, 0, 0] (for C1), [0, 1, 0] (for C2),
or [0, 0, 1] (for C3). The output vector is given by X̂out

=

[σ1, σ2, σ3], and the output with the highest probability is
the result of the classification of the current waveform in the
network.

2) LOSS FUNCTION
The objective function for a multi-class classification
task like interference classification is frequently the
categoricalcross− entropy, which is expressed as

L
(
XCWD

)
= −

K∑
i=1

yi log2
(
σi
)
. (48)
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FIGURE 4. Evaluation of the training using cross-validation in terms of
(a) loss of the CWD-Res-AE, (b) KDE of the latent space of CWD-Res-AE,
(c) loss of CWD-Res-CNN, and (d) accuracy of the CWD-Res-CNN.

To choose the optimal hyper-parameters, such as the learning
rate, number of layers, dropout rate, number of epochs, and
batch size that control the learning process, we tried the
cross-validation technique with different parameters.

F. PHASE III: FORECASTING INTERFERENCE
The forecasting phase of the ESM radar aims to predict
future interference, enabling proactive system adjustments to
improve reliability and sa. This phase integrates an ARmodel
with a LSTM network, thus effectively capturing complex
time series patterns and dynamically adapting to identified
interference types. The RIS dataset for interference prediction
contains the RIS values at each time step.

1) AUTOCORRELATION LINKING TIME t OBSERVATIONS
WITH HISTORICAL DATA
We analyze the time series data obtained from the identified
source of interference to identify its level, trend, seasonality,
and noise. The autocorrelation between the time series data
points is computed to determine the presence of these
components [29]. Interference correlation is measured in
terms of Pearson’s correlation coefficient [30] which is given
by

ρ(τ ) = ρ
[
XRISti′ ,XRIStj′

]
=

cov
[
XRISti′ ,XRIStj′

]√
var

[
XRISti′

]
var

[
XRIStj′

] , (49)

where cov
[
XRISti′ ,XRIStj′

]
= E

[
XRISti′ XRIStj′

]
− E

[
XRISti′

]
E
[
XRISti′

]
is the interference covariance and var

[
XRISti′

]
, its

variance. The time lag from ti′ to tj′ is τi′j′ = tj′ − ti′.
We consider two sources of correlation of interference, node
locations, and wireless channel [30]. The interfering nodes’
positions introduce a correlation that can be explained as
follows, radars that have nearby interferes are more likely
to be disrupted during target detection. In the interference
correlation expression the effect of the channel is covered
by the term E

[
hI→Rk (ti′)

2hI→Rk (tj′)
2
]
. For Nakagami fading,

this term is given by E
[
hI→Rk (ti′)

2hI→Rk (tj′)
2
]
=

m+1
m −

τi′j′
m .

The autocorrelation function (ACF) is a way to measure the
linear relationship between an observation at time ti′ and the
observations at previous times tj′. In addition, to the linear
components, the relationship between XRISti′ and XRIStj′ has
non-linear components, thus we use a regression model, i.e.,
LSTM, to compute the non-linear components. In our work,
the time series data is restructured as a supervised learning
problem using a sliding window technique.

2) SLIDING WINDOW
A sliding window, XRISt , over XRIS is a subset with a fixed
number of elements, L, which updates at each iteration. It fol-
lows the rule: XRISt=

[
XRISt, . . . ,XRISt − 2−L,XRISt−1−L

]
.

This process uses walk-forward validation [29] and is defined
by the following two parameters: L (window size) and k
(number of steps to forecast). The characteristics of inter-
ference from jammers differ from interference from inband
communication. Specifically, jammer interference is random,
requiring a larger sliding window memory to capture how
the interference is changing. In contrast, interference from
inband communication changes in a less random manner.
To find the optimal sliding window parameters, we trained
the proposed RIS-AR-LSTMwith different parameters on the
interference identified in Phase II. For each interference class,
i.e., C1, C2, C3, we found optimal sliding window parameters
that achieve the minimum MAE. Thus, the optimal sliding
window parameters are given by

(
L∗, k∗

)
=



(36, 24), argmax
Ci,∀i

(
ˆXout
)
= C1,

(24, 24), argmax
Ci,∀i

(
ˆXout
)
= C2,

(30, 24), argmax
Ci,∀i

(
ˆXout
)
= C3.

(50)

3) ARCHITECTURE OF THE PROPOSED RIS-AR-LSTM MODEL
With time series data, the input vector and the output variable
represent the same quantity at different time instants. The
forecasting model is given by

X̂RISt+1 = f
(
XRISt−(L∗−1), . . . ,X

RIS
t−1 ,X

RIS
t

)
, (51)

where the state at time t is represented as a function of
the L immediate past values. The process is defined by a
function f and a lag order L∗. The AR model decomposes
the prediction into individual time steps. Then, each output
can be fed back into itself at each, step, and the next
predictions can be made based on the previously predicted
values of RIS. The function f can be any learning model
such as a neural network model. In our proposed solution,
f is an LSTM model. The first output of our model is
given by X̂RISt+1 = LSTM[XRISt−(L∗−1), . . . ,X

RIS
t−1 ,X

RIS
t ].

Next, we add the predicted output to the input, we repeat
this for k steps, and the last input is XRIS

t+k∗ =

(XRISt , X̂RISt+1 , . . . , X̂
RIS
t−2+k∗ , X̂

RIS
t−1+k∗ ). The last output is

denoted as X̂RISt+k∗ = LSTM[XRISt , X̂RISt+1 , . . . , X̂
RIS
t−2+k∗ ,

X̂RISt−1+k∗ ]. In general, an LSTMmodel consists of three gates:
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forget, input, and output gates, denoted by i, f , and o, respec-
tively. To find which information from previous states to be
kept for further computations, we use the ft in the forget gate,
computed using ft = σ

( [
WfI,Wfh

]
×
[
XRISt ,hst−1

]⊤
+

bf
)
, where σ denotes the sigmoid activation function, hst−1

represents the hidden state at time step t − 1, WfI and Wfh

are weight matrices, and bf is a constant bias. Next, the input
gatesmake the decision of whether or not the new information
will be added to the LSTM memory, using two layers. The
outputs are given by it = σ

([
WiI,Wih

]
×
[
XRISt ,hst−1

]⊤
+

bi
)
and ct = tanh

([
WcI,Wch

]
×
[
XRISt ,hst−1

]⊤
+bc

)
,where

WiI,Wih,WcI,Wch, bi and bc are the weights and biases
used of the different layers, respectively. These two layers
work together to update the LSTM memory by multiplying
the old value ct and adding the new value before utilizing the
forget gate layer to erase the existing value. Its mathematical
equation is given by c̃t = ft c̃t−1 + itct . The output gate then
decides which area of the LSTM memory will contribute
to the output using a sigmoid layer. A non-linear tanh
function is then used to map the values between −1 and
1. The output of a sigmoid layer is then multiplied by the
outcome. The formulas used to calculate the output are ot =
σ
([
WoI,Woh

]
×
[
XRISt ,hst−1

]⊤
+bo

)
and h̃st = ot×tanh

(
c̃t
)
.

G. MODEL COMPLEXITY ANALYSIS AND PRACTICAL
FEASABILITY
To measure the complexity of our proposed models,
we present the number of parameters (NParam) and the
number of floating-point operations (FLOPs) executed. Let
us denote by x(l)in, y

(l)
in, z

(l)
in the dimension of 3D input

of the l-th layer (it can the input layer or hidden layer).
The l-th convolutional layer is composed of z(l)phs filters
with spatial size (k (l)h,phs, k

(l)
w,phs). (s

(l)
h,phs, s

(l)
wphs) presents the

size of stride, and P(l)h1,phs,P
(l)
h2,phs,P

(l)
w1,phs,P

(l)
w2,phs are the

padding parameters. (kpool,(l)ph,phs , k
pool,(l)
pw,phs ) present the kernel

size of the Pooling layer and (spool,(l)ph,phs , s
pool,(l)
pw,phs ) is the

stride. c(l)Fully gives the number of filters in a Fully connected
layer.

1) COMPLEXITY OF PHASE I
Let us denote by LphsIconv and LphsIpool the number of convolu-
tional layers and pooling layers, respectively in CWD-Res-
AE. For CWD-Res-AE the number of parameters is given by

NParamphsI
=

LphsIconv∑
l=1

((k (l)h,phsI × k
(l)
w,phsI)× z

(l)
in+1)× z

(l)
out.

(52)

The FLOPs is given by (53), as shown at the bottom of the
next page.

2) COMPLEXITY OF PHASE II
Let us denote by LphsIIconv , LphsIIpool , and LphsIIfc the number of
convolutional layers, pooling layers, and fully connected lay-

ers, respectively in CWD-Res-CNN. Thus, NParamphsII
=∑LphsIIconv

l=1

((
k (l)h,phsII × k (l)w,phsII

)
z(l)in + 1

)
× z(l)out +∑LphsIIfc

l=1 z(l)out,Fully × c
(l)
Fully + c

(l)
Fully and FLOPsphsII =∑LphsIIconv

l=1 2×
(
z(l)in,phsII×k

(l)
w,phsII×k

(l)
h,phsII

)
×z(l)conv,phsII×

y(l)conv,phsII×x
(l)
conv,phsI+

∑LphsIIpool

l=1 (y(l)pool,phsII/s
(l)
ph,phsI)×

z(l)pool,phsII × (x(l)pool,phsII/ s(l)pw,phsII) +
∑LphsIIfc

l=1 2 ×
z(l)out,Flatt × c.

3) COMPLEXITY OF PHASE III
RIS-AR-LSTM consists of an input layer and LphsIII LSTM
cell. The inputs to an LSTM cell are hl hidden state values, cl

state values, andXl input values. In addition, there are 4 gates
in the LSTM unit, which have exactly the same dense layer
architecture, thus the number of trainable parameters is given
by NParam = 4 × (|hl | + |Xl

|) × |hl | + 4 × |hl |. Thus the
number of trainable parameters for RIS-AR-LSTM model is
given by NParamphsIII

=
∑LphsIII

l=1 4×(|hl |+|Xl
|)×|hl |+

4×|hl |, and FLOPsphsIII =
∑LphsIII

l=1 4×2×(|hl |+|Xl
|)×

|hl |.

4) PRACTICAL FEASIBILITY
The IDCF algorithm was designed for seamless integration
into existing radar systems, prioritizing compatibility with
standard CPU architectures to avoid the need for specialized
hardware like GPUs. This approach ensures broad applica-
bility of the algorithm across various operational platforms,
making it a cost-effective solution to enhance radar capabil-
ities. Despite its moderate complexity, the IDCF algorithm
efficiently handles large datasets and high-dimensional inputs
in real-time, demonstrating robust performance even under
limited computational resources. This makes it particularly
suitable for applications requiring quick decision-making,
such as in air traffic control and military radar systems.
Additionally, the algorithm’s low retraining requirements
further support its operational feasibility, ensuring reliable
and continuous performance in real-world environments.

IV. NUMERICAL RESULTS AND DISCUSSIONS
In this section, we present the simulated data, the training
process, and the IDCF algorithm evaluation. Extensive
simulations are carried out to assess the performance of
the proposed three-stage method. We compare the proposed
algorithm to recent methods based on DL, i.e., the Fully
connected deep neural network (FCDNN) [4], AE [10],
ResNet18 [11], LSTM [12], AE-LSTM [14], CNN [16], and
LSTM-based forecasting [13] to demonstrate its superior
performance.

A. DATASET GENERATION
To investigate our problem, we created a dataset with
synthetically generated signals using the Texas Instruments
design guide [31] andMATLAB’s Communications Toolbox,
ensuring a realistic simulation of radar systems. The dataset
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FIGURE 5. Node distribution inside two-dimensional reference elements
with NR = 3, NS = 4, and NJ = 5.

included multiple sources of interference and jammers,
deployed via a uniform Poisson point process [32] to
mimic the random spatial distribution typical in operational
environments. Our setup included 5 radars, 4 in-band
communications, and 5 jammers, with transmit power for
in-band users and jammers varying from 0 to 30 dBm and
0 to 100 dBm, respectively. The network area was set to
1000×1000m2, with a noise power density of−174 dBm/Hz
and a noise figure of 10 dB, thus simulating realistic thermal
noise and hardware-induced noise. A carrier frequency of 2.8
GHz with a 100 MHz bandwidth was used, so as to align
with common radar operational frequencies. Additionally,
we assumed a fixed operational radar detection range of
15 km to evaluate the algorithm’s performance across
different conditions. These parameters ensured that our
simulations closely mirrored real-world radar deployments,
as our goal was to test the algorithm’s effectiveness and
robustness under practical conditions.

The CWD dataset contains 12000 signals covering
4 classes with SINR levels ranging from −20 to 20 dB. The
initial CWD dataset consists of two classes, normal signals,
i.e., C0, and abnormal signals, i.e., C1, C2, and C3. To train the
CWD-Res-AE in Phase I, we used 2500 samples of normal
images, and tested the autoencoder on 500 and 9000 samples
of normal and abnormal images, respectively. After the OD,
we remove the samples classified as normal, in particular,
3008 images in our experiment, thus the remaining dataset

FIGURE 6. Confusion matrix of (a) Phase I a using RAD-DAR dataset and
(b) Phase II using RAD-DAR dataset.

contains 8992 images that belong to abnormal signals. In this
dataset, there are 8 CWD images that actually belong to
the normal image class that have been classified as normal
image in Phase I. Then, we find the original class, i.e., C1,
C2, and C3 of the 8992 remaining CWD images to construct
another dataset for Phase II of the algorithm. After identifying
the interference source, we measure its RIS for 1000 time
steps and convert the data into time series using a sliding
window approach based on the identified source in Phase
II. We trained the IDCF framework using K-fold cross-
validation and applied early stopping mechanisms in three
phases to prevent overfitting.

B. HYPERPARAMETER DETERMINATION AND
FINE-TUNING
To determine the hyperparameters of the proposed IDCF
algorithm, we employed grid search techniques along with
K-fold cross-validation to establish optimal hyperparameters
that balance convergence speed with model accuracy and
stability. The initial determination of hyperparameters was
conducted by evaluating their effects on model performance
(see Table 2). We tested various learning rates: 0.01, 0.001,
and 0.0001. For 0.01, we observed a TPR of 0.82, an FPR of
0.108, and an MAE of 0.059, indicating potential instability
due to high FPR and MAE. For 0.001, the TPR was
significantly improved to 0.97, with a minimal FPR of
0.0012 and the lowest MAE of 0.004, marking it the optimal
setting. For 0.0001, the TPR was 0.925 and FPR was 0.054;
however, the higher MAE of 0.015 and slower convergence
suggested that this rate might be too conservative. Conse-
quently, we selected the learning rate of 0.001 for its superior
performance, achieving high TPR, low FPR, and minimal
MAE, ensuring robust and accurate interference detection

FLOPsphsI =
LphsIconv∑
l=1

(
2 z(l)in,phsI × k

(l)
w,phsI × k

(l)
h,phsI

)
z(l)conv,phsI × y

(l)
conv,phsI × x

(l)
conv,phsI

+

LphsIpool∑
l=1

(y(l)pool,phsI/s
pool,(l)
ph,phsI)× z

(l)
pool,phsI × (x(l)pool,phsI/s

pool,(l)
pw,phsI). (53)
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TABLE 1. Simulation settings of the propsed IDCF algorithm.

FIGURE 7. Confusion matrices of (a) CWD-Res-CNN standalone without Phase I, (b) the CWD-Res-AE used in Phase I to detect interference,
(c) CWD-Res-AE used in Phase I to detect interference, and (d) the combined result of Phases I and II.

TABLE 2. Impact of tuned hyperparameters on performance metrics.

and forecasting. The optimal hyperparameters, including the
number of epochs, learning rate, optimizer specifics, and
network topology, are detailed in Table 1.

C. FINDING THE OPTIMAL AE ARCHITECTURE,
EVALUATION OF THE TRAINING PROCESS, AND
CONVERGENCE
During the model training phase, we utilized cross-validation
techniques to evaluate and fine-tune the hyperparameters
for each model. The convergence of the validation loss for
the proposed CWD-Res-AE model is depicted in Fig. 4a,
which demonstrates its stability and proximity to the training
loss. To identify the optimal architecture design for the
autoencoder and determine the most appropriate latent space
dimension that yields the highest TPR, we conducted a
simulation curve fitting and LSR analysis. The relationship
between the latent dimension and TPR is shown above.

FIGURE 8. Comparison is made between the performance of CWD-Res-AE
with and without KDE.

We found that the best latent dimension is 4420. Moreover,
Fig. 4b shows that each point in the latent space KDE
contributes a small bump to the overall density, which is
controlled by the kernel and bandwidth. In areas where the
map is sparsely populated, unusual and novel images are
noticeable and stand out from the crowd. Figs. 4c-4d show
that the loss and accuracy of CWD-Res-CNN converge to a
stable value and stay consistently close to the training loss.
This means that the model is not over-fitting and has good-
fitting learning curves.
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TABLE 3. Computational complexity comparisons between different models.

FIGURE 9. Comparison is made between the performance of CWD-IDCF,
IQ-IDCF, and TFD-IDCF without window function.

FIGURE 10. Comparison is made between the performance of
RIS-AR-LSTM with and without Phase II at SINR = 5 dB.

D. APPLY IDCF ON PRACTICAL AND SYNTHETIC DATASETS
The proposed algorithm was evaluated on the Doppler
RAD-DAR database (DRRD) [33], which contains range-
Doppler real data of drones, people, and cars under different
situations. This dataset was used to train and test Phase I
and Phase II of the algorithm. The RAD-DAR was created
through a controlled trial test campaign and contains reliable
labeled data collected in a real scenario. Fig. 6a and 6b
show the confusion matrices of IDCF tested on a RAD-DAR
database. The clear diagonal indicates that IDCF can detect
and classify targets presented in the dataset.

FIGURE 11. Comparison between the proposed algorithm versus existing
DL-based algorithms in terms of ROC curve.

FIGURE 12. Comparison between the proposed algorithm versus existing
DL-based algorithms in terms of precision-recall curve.

E. IMPACT OF FEATURE EXTRACTION: THE
PERFORMANCE OF CWD-IDCF AGAINST IQ-IDCF, AND
WVD-IDCF
In Fig. 9, we demonstrate the effect of feature extraction on
the performance of the proposed IDCF algorithm. We com-
pare the TPR of the CWD-IDCF algorithm, the TFD-IDCF
without window function, i.e., WVD representation, and the
IQ-IDCF algorithm at low and high FPR. We observe that
the curve of the CWD-IDCF has the highest TPR at both low
and high FPR values, demonstrating that the proposed feature
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extraction method improves the performance and enhances
the security of radar communications. The I/Q representation
of different classes is not robust to environmental conditions
such as channel fading, path loss, and interference. Fur-
thermore, using the TFD-IDCF without a window function
did not achieve good performance. Overall, the CWD-IDCF
algorithm achieves a higher TPR than the other approaches
considered, indicating its superior performance and potential
to improve radar communications’ SA. Robustness of the
CWD-IDCF in high interference environments particularly
highlights its applicability in fields that require maintaining
high sa, such as in military and aerospace applications where
precise and reliable radar functionality is essential for both
strategic operations and safety.

F. COMPLEXITY ANALYSIS
Table 3 provides both the number of parameters and the
FLOPs to compare the proposed model complexity with
baselines. As shown, the proposed IDCF framework has a
relatively average number of trainable parameters of 205708,
and its FLOP is not so large, i.e. equal to 3809017. It can be
observed from the results that FCDNN and AE have a high
FLOPs and a high number of parameters with low TPR and
high FPR. However, the ResNet18 and IDCF have moderate
complexity. Thus, the proposed algorithm can maintain a
good trade-off between computational complexity/time and
TPR. Considering its moderate complexity and favorable
performance metrics, the IDCF framework’s design ensures
it is not only computationally efficient, but also effective in
operational environments, making it particularly suitable for
real-time applications that require both processing speed and
accuracy for system performance.

G. THE PERFORMANCE OF THE DESIGNED CWD-RES-AE
WITH KDE IN THE LATENT SPACE
As shown in Fig. 8, the ROC curve indicates that at low FPR,
the TPR for CWD-Res-AE with KDE is significantly higher,
at around 0.897, while for CWD-Res-AE without KDE,
it is lower, at around 0.71. The proposed combination of
CWD-Res-AE and KDE at the latent space has significantly
improved the performance of the AD system, which in turn
increases the security and SA of radar communications.
With this improvement, the system can effectively detect and
identify interference from various sources, including hostile
attacks and inband communication, even in challenging
scenarios with low SINR.

H. THE PERFORMANCE OF CWD-RES-CNN USING THE
RESULT AND ARCHITECTURE OF PHASE I AND WITHOUT
PHASE I
In Fig. 7, we assess the performance of the CWD-Res-
CNN standalone (without Phase I). The confusion matrices
present misclassifications between C0 and other classes.
Using CWD-Res-CNN directly on the dataset leads to low
accuracy of around 86.5%. This is because the echo radiation
from the target is present in all classes. Therefore, in our

proposed solution, we designed the first phase to detect
radiation corresponding to just echo targets and radiation
corresponding to echo targets plus interferences. The second
phase is to identify the source of interference. Moreover, the
architecture of Phase II is based on the encoder of Phase
I, which is carefully designed and verified with practical
stimulation. In Fig. 7, we demonstrate the performance of the
proposed design of Phase II and how relying on the Phase
I result to train, test, and identify the source of interference
increased the accuracy of Phase I to 98%. Using two phases to
detect and identify the source of interference greatly enhances
the accuracy and increases the SA and robustness of radar
communications.

I. THE PERFORMANCE OF RIS-AR-LSTM USING THE
RESULT OF PHASE II AND WITHOUT USING THE RESULT
OF PHASE II
Fig. 10 demonstrates the impact of incorporating interference
source classification on the performance of RIS-AR-LSTM
for forecasting interference. When forecasting interference
without classifying its source, high prediction errors are
observed. Specifically, for C1, C2, and C3, we found an
error around 0.742, 0.202, and 0.62, respectively. The
error for C1 and C3 is higher compared to C2, mainly
because the window size is fixed since we do not know the
type of interference. In case radar communications detect
radiation from a jammer, we use the same window size as
in other classes. However, interference from jammers can
be intermittent and may have varying strengths over time,
making it difficult to accurately predict its behavior. Using
a longer sliding window for C1 allows the system to capture
more data and analyze the signal over a longer period,
enabling it to detect patterns and trends that may not be visible
in a shorter window. By using specific parameters for each
class, the error of C1 reduced from 0.742 to 0.146. Identifying
the source of interference helps to choose the appropriate
sliding window parameter for forecasting.

J. THE PERFORMANCE OF PHASE I, PHASE II, PHASE III
AND OVERALL IDCF ALGORITHM
Fig. 7 shows the confusion matrix of Phase I, i.e., inter-
ference detector, Phase II, i.e., interference classifier and
the combined result the two phases. Fig. 7b shows a high
TPR for class H1 (there is interference) and H0 (there is
no interference) around 0.971, indicating that our model
is effective at correctly identifying the interfered received
radiation by the radar communication. Fig. 7c demonstrates
the performance of Phase II, the confusion matrices present a
clean diagonal with low miss-classification between classes
and high TPR, around 0.981. Overall, the confusion matrix in
Fig. 7d demonstrates that our model has good performance
with high TPR and low FPR for all classes. The proposed
solution consists of three stages that are performed jointly.
Each phase requires the result of the previous one, and
each phase is designed and trained using the results of the
previous phase. This merge between phases and the use
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FIGURE 13. Comparison between the proposed algorithm versus existing
DL-based algorithms in terms of TPR as a function of SINR.

FIGURE 14. Comparison between the proposed algorithm versus existing
DL-based algorithms in terms of FPR as a function of SINR.

of three cognitive techniques, detection, classification, and
forecasting, make our proposed solution novel and robust
under a hostile and dynamic environment. The high TPR and
low FPR of the IDCF algorithm underscore its robustness
and reliability, making it an optimal choice for radar systems
operating in hostile and dynamic environments demanding
accurate and quick response to interference so as to maintain
operational integrity and safety.

1) THE SENSITIVITY ANALYSIS TO ASSESS THE ROBUSTNESS
OF THE IDCF ALGORITHM
To evaluate robustness and practicality of the IDCF algo-
rithm, we conducted a comprehensive sensitivity analysis,
with a particular focus on the impact of varying input data
characteristics, jammer locations, and model hyperparam-
eters. Initially, the IDCF algorithm was trained on data
generated at a SINR of 5 dB. During the inference phase,
to evaluate performance of the algorithm under different sig-
nal quality conditions, we tested it on unseen data with SINR
levels ranging from −20 dB to 20 dB. The results revealed
the algorithm’s stability and effectiveness across varying

FIGURE 15. Measuring the sensitivity of the IDCF across various jammer
locations.

FIGURE 16. Evaluating the performance of the IDCF algorithm in terms of
interference detection with varying inband interference sources and their
mobility.

FIGURE 17. Measuring the IDCF performance for interference forecasting
across various interference source locations.

SINR levels (see Fig. 13). Furthermore, we investigated
how changes in jammer locations—tranging from 0.1 km to
14 km—affected the algorithm’s performance. The results
indicated that the algorithm effectively adapted to variations
in both proximity and the number of jammers, maintaining
robust performance even in densely interfered environments
(see Fig. 15). Additionally, as shown in Fig. 16, the TPR
for interference detection significantly improved with an
increase of the distance between interference sources and the
radar. With 5 sources, the TPR quickly reached nearly 1.0,
while with 10 sources, it approached 0.9. For 15 sources, the
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TPR rose more gradually, reaching about 0.85 at maximum
distance, indicating the algorithm’s robust performance even
with high interference levels at closer distances. Furthermore,
as can be seen in Fig. 17, with an increase of the distance
between jammers and the radar, RMSE decreased. For
5 jammers, RMSE remained low throughout, dropping to
nearly 0.1.With 10 and 15 jammers, RMSE started higher, but
declined with increasing distance, demonstrating effective
error reduction by the IDCF algorithm.

We also performed an extensive sensitivity analysis on
hyperparameters, including learning rate, batch size, and
number of epochs, to evaluate their impact on performance
metrics. The optimal settings identified, which provided the
best balance between training speed and model accuracy,
were a learning rate of 0.001 and a batch size of 128.

Table 4 provides a detailed summary of the IDCF
algorithm’s performance across various scenarios involving
different antenna types, noise levels, and environments.
In rural areas, the algorithm demonstrated strong results with
an omni-directional antenna, achieving a TPR of 0.98, an FPR
of 0.01, and an RMSE of 0.10. Furthermore, in outdoor urban
environments using a directional antenna, the TPR reached
0.94, with an FPR of 0.04 and an RMSE of 0.18. For indoor
urban settings with high noise levels, the TPR was 0.85,
FPR was 0.10, and RMSE was 0.30 with an omni-directional
antenna, improving to a TPR of 0.90, FPR of 0.07, and
RMSE of 0.22 with a phased array antenna. Collectively,
These results underscore the IDCF algorithm’s robustness
and practicality across varying conditions and scenarios.

2) COMPARISON BETWEEN IDCF AND EXISTING SOLUTIONS
In Fig. 11, we plot the ROC curves of the IDCF, AE, FDCNN,
ResNet18, and LSTM algorithms. The figure shows that for
a given FPR, the TPR of the proposed algorithm is very high.
For example, when FPR = 0.2, we have a TPR of 0.84. For
the AE and FCDNN algorithms, when FPR varies between
0.14 and 1, the TPR varies between 0.54 and 0.944. For
LSTM and ResNet18, when the FPR varies between 0.1 and
1, the TPR varies between 0.6 and 0.987. Moreover, the TPR
of the proposed solution is significantly higher than that of
the other methods. Thus, the IDCF algorithm yields higher
accuracy than other algorithms. Fig. 12 shows the precision
recall curve (PRC) of the proposed algorithm with the AE,
FDCNN, ResNet18, and LSTM algorithms. We can observe
that, with an increase in the recall rate, there is a gradual
decrease in the precision. When the recall is approximately
0.8, the precision of AE, LSTM, ResNet18, and FCDNN
algorithms declines significantly, reaching approximately
0.85; meanwhile, the precision of our proposed algorithm
remains constant at approximately 0.93. In other words, for
a fixed recall the proposed model is more advantageous in
terms of the achieved precision rate, which indicates that
using an outlier detector interference and relying on the result
of that detector to design a classifier can improve the radar
communication detection and classification performance.

FIGURE 18. Comparison RMSE of IDCF and three forecasting methods.

FIGURE 19. Comparison of IDCF with existing techniques for forecasting
under dynamic jammers and inband Communications.

FIGURE 20. Comparison of real and predicted interference values.

In Figs. 13 and 14, we present the TPR and FPR,
respectively, as functions of the SINR. At first glance, the
DNN represents the worst TPR. The LSTM and ResNet18
are marginally better than the DNN and FCDNN algorithms.
Compared to the DNN, the FCDNN algorithm is able to
find more suitable features. It is demonstrated that the value
of TPR is low for DNN, FDCNN, ResNet18, and LSTM.
The problem is that applying DNN, FDCNN, ResNet18,
and LSTM to identify the source of interference directly
without outlier detector introduce a high misclassification
between C0 and other classes (C1, C2, and C3). Therefore,
in our proposed solution we start by applying the CWD-
Res-AE to detect samples corresponding to C0 and next we
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TABLE 4. Performance evaluation of the IDCF algorithm under different conditions.

rely on the result of CWD-Res-AE to design the CWD-
Res-CNN classifier and identify the source of interference.
We demonstrated in Figs. 13 and 14 that the proposed solution
perform better than existing advanced DL techniques. Fig. 18
show the comparative analysis of different time-series
forecasting models. The best three models, with the lowest
RMSE, are LSTM, AE-LSTM, and RIS-AR-LSTM. The
performance of LSTM and AE-LSTM is poor due to their
non-linear nature, whereas the relationship between RIS
values contains both linear and non-linear components. As a
non-linear and linear model, RIS-AR-LSTM can smoothly
describe both the non-linear and linear relationship between
inputs and outputs. The linear component is introduced
by the AR model and the non-linear component by the
LSTMmodel. Fig. 19 compares RMSE performance between
the IDCF algorithm and existing methods in dynamic
environments. As can be seen in the figure, the IDCF
consistently achieved lower RMSE, particularly at closer
distances, demonstrating superior accuracy and robustness
in forecasting interference under varying conditions. Fig. 20
demonstrates the algorithm’s performance over time steps,
comparing the predicted RIS values against true RIS observed
data. As illustrated, the algorithm adeptly captures the trends
and fluctuations inherent to RIS data, with the blue line
representing historical values used as input, while the red line
indicates the algorithm’s predictions. Green markers denote
the true values.

V. CONCLUSION
In this study, we proposed the IDCF algorithm using the
CWD dataset, a novel hybrid framework for interference
detection, classification, and forecasting to enhance SA in
ESM radar systems. The IDCF algorithm consists of the
following three integrated phases: detecting abnormal signals
using CWD-Res-AE, predicting the source of interference
with CWD-Res-CNN, and forecasting future RIS values
using RIS-AR-LSTM. The results of our experiments demon-
strated the algorithm’s effectiveness on practical datasets
(CWD, WVD, and I/Q). Specifically, for interference detec-
tion, the method achieved a precision of 0.9978, a recall of
0.9415, and a FPR of 0.0004. For interference classification,
it achieved a precision of 0.9784 and a recall of 0.7847. For
interference forecasting, the MAE was 0.2100. The results of
our with other models showed that our approach significantly

improves detection, classification, and prediction accuracy.
These results confirm that the IDCF algorithm using the
CWD dataset is superior to existing methods, thus enhancing
ESM radar systems’ ability to effectively operate amidst
interference and jammers. The IDCF algorithm is highly
adaptable to existing radar systems, requiring no specialized
hardware, making it a cost-effective and efficient solution.
The algorithm’s low complexity and operational feasibility
ensure it can be easily deployed, enhancing radar system
performance amidst interference and jamming threats.
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