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The Internet of Things (IoT) is reshaping our lives, increasing the need for thorough pre-deployment testing.
However, traditional software testing may not address the testing requirements of IoT systems, leading to
quality challenges. A specific testing taxonomy is crucial, yet no widely recognized taxonomy exists for IoT
system testing. We introduced an IoT-specific testing taxonomy that categorizes aspects of IoT systems testing
into seven distinct categories. We mined testing aspects from 83 primary studies in IoT systems testing and
built an initial taxonomy. This taxonomy was refined and validated through two rounds of surveys involving 16
and then 204 IoT industry practitioners. We assessed its effectiveness by conducting an empirical evaluation on
two separate IoT systems, each involving 12 testers. Our findings categorize seven testing aspects: (1) testing
objectives, (2) testing tools and artifacts, (3) testers, (4) testing stage, (5) testing environment, (6) Object
Under Test (OUT) and metrics, and (7) testing approaches. The evaluation showed that testers equipped with
the taxonomy could more effectively identify diverse test cases and scenarios. Additionally, we recommend
new research opportunities to enhance the testing of IoT systems.

1. Introduction IoT system architecture, as it varies based on business needs. Neverthe-
less, many IoT systems have four layers (Burhan et al., 2018; Abdullah
et al., 2020; Rao and Hag, 2018; Tougqeer et al., 2021): device, network,
cloud, and application layer. Unlike traditional software, IoT systems
require testing at all layers (White et al., 2017).

Jean Baptiste et al. (2024c, 2023b) identified the lack of a test-

ing guide as one of the testing challenges for IoT systems testing

Leotta et al. (2017) describe the Internet of Things (IoT) refers to
network systems of physical devices that are connected and exchange
data through the Internet. Cisco! predicted that IoT systems will in-
clude 500 billion devices by 2030, making computing power ubiquitous
across IoT systems. Ahmed et al. (2019) highlighted that ensuring the
proper functioning of IoT systems is crucial due to their direct impact
on personal lives and public safety. Without proper testing, IoT systems
may risk loss of life and financial resources, especially in safety-critical

among many other challenges that affect the quality of these systems.
Mubarakah et al. (2020), Villalén et al. (2015a) mentioned that to

domains. Pontes et al. (2018) and Jean Baptiste et al. (2023b, 2024c)
reported that proper testing in IoT systems is still challenging. This
is due to their distributed nature, dynamism, and heterogeneity, as
well as the multiple layers. Cisco, IBM, and Intel proposed a reference
model with seven layers has been proposed (Inc. Cisco Systems, 2014).
However, AltexSoft (2020) claims that there is no universally accepted
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improve testers’ understanding of different testing aspects of IoT sys-
tems, a taxonomy can be a valuable guide. Taxonomy helps IoT testers
understand and apply various testing aspects systematically, ensuring
they do not overlook any aspect. By providing structured guidance, a
taxonomy guides the testers to better understand different aspects of
IoT systems testing. To the best of our knowledge, no taxonomy exists
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for testing IoT systems. We want to propose an IoT-specific testing
taxonomy that categorizes different aspects of IoT systems testing to
guide IoT systems testers.

To achieve our objective, we reviewed 83 IoT testing-related pri-
mary studies (PSs) selected from 8 digital libraries. We followed exist-
ing guidelines for developing taxonomies by Kundisch et al. (2021),
Ralph (2018), Usman et al. (2017). We improved the taxonomy by
conducting surveys with IoT practitioners. We assessed its effectiveness
by conducting an empirical evaluation using two systems as a case
study with 12 testers each. We defined the following research questions
(RQs):

+ RQ1: What Are Testing Objectives?

* RQ2: What Are Testing Tools and Artefacts?

» RQ3: Who Is Responsible for Testing?

* RQ4: What Are Testing Stages?

» RQ5: What Are Testing Environments?

* RQ6: What Are Testing Approaches?

* RQ7: What Are Objects Under Test and Metrics?
* RQ8: How Does The Taxonomy Improve Testing?

The purpose of this taxonomy is twofold: 1. To provide a structured
framework for organizing and understanding key dimensions of IoT
systems testing to guide the practitioners. 2. To serve as a reference to
relevant testing concepts for the IoT systems testers, helping the testing
teams to work more efficiently and effectively.

This testing taxonomy categorizes and organizes testing aspects for
improved clarity, benefiting researchers, practitioners, and future de-
velopments. This article extends our earlier workshop paper, which was
accepted for publication in the proceedings of SERP410T°24 (Jean Bap-
tiste et al., 2024b, 2023a). The abstract of this paper is also available
as a preprint (Jean Baptiste et al., 2024d). [R3C3] The improvements
to the previous work include a revised taxonomy that incorporates
feedback from a second-round survey with 204 practitioners, detailed
navigation guidelines, validation through experiments with testers,
additional recommendations, and an expanded discussion. Building
upon the contributions of our previous work, this paper provides the
following new contributions: [R2C1]

We validated and refined the taxonomy from our previous study
(Jean Baptiste et al., 2024b) through collaboration with industry
practitioners, incorporating valuable feedback from practitioners in-
volved in IoT systems testing. Thus, the taxonomy aligns with real-
world testing practices and effectively captures the nuances of testing
IoT systems according to the 6Ws and 1H framework.

We conducted an empirical evaluation with two case studies and 12
practitioners to assess the effectiveness of the developed taxonomy.
This study aimed to evaluate the taxonomy’s practical impact on test-
ing IoT systems by gathering insights from testers directly involved
in the process, validating its relevance and applicability in real-world
scenarios.

We provided recommendations on prioritized testing types tailored
to each layer of IoT Systems, informed by the insights of industry
practitioners.

We set up two public access points for professionals to continuously
access and stay updated with our IoT systems testing taxonomy. The
first is hosted on the Ptidej website,” while the second is available in
a GitHub repository,® ensuring that the latest version, incorporating
newly identified aspects, is always accessible.

The rest of this article is organized as follows: Section 2 provides
the motivational background and related work. Section 3 describes
the research methodology. Section 4 presents practitioners’ feedback.
Section 5 discusses the taxonomy and answers our RQs, while Sec-
tion 6 outlines the findings of the empirical evaluation. Section 7

2 https://www.ptidej.net/Members/minanijb/Taxonomy/
3 https://baptiste2k8.github.io/taxonomy4IoTTesting/
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Fig. 2. Example of IoT system architecture.

summarizes the recommendations. Section 8 provides the discussion.
Section 9 highlights potential threats to the validity of our study.
Finally, Section 10 concludes the article and outlines future work.

2. Motivational background and related work
2.1. Motivational background

This section provides background on IoT system testing. First, we
introduce the concept of IoT systems and their complexity. Then,
we discuss how testing these systems necessitates a dedicated taxon-
omy that extends beyond existing taxonomies for testing traditional
software.

2.1.1. Key concepts

IoT Systems. IoT systems are composed of several core components
that contribute to their functionality and complexity. These compo-
nents include a multitude of devices, gateways, cloud services, and
applications. Fig. 1 shows the key components of the [oT system.

Each component plays a role in the system’s overall operation.
The diversity of devices involved, ranging from simple sensors to
complex processors, and the variety of protocols they use, adds layers
of complexity to the system architecture. Many papers refer to an IoT
system as a network of devices, often emphasizing the devices and
network layers while overlooking other components. To avoid potential
confusion, in this paper, the term IoT system specifically refers to what
is commonly understood as an IoT application. We define an IoT
application as a software system designed to manage, process, and use
data collected from various IoT devices as shown in Fig. 2.

Embedded Systems. Embedded systems are designed to perform
specific, standalone tasks within hardware devices, typically without
native internet connectivity. An example of this is a microwave oven’s
control system, which operates independently to manage cooking times
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and power levels based on user input. In the context of IoT systems,
all IoT devices run on embedded systems. By adding a communication
layer, which enables an IoT device to interact with other devices, a
cloud layer for storage, and an application layer, we transition from an
isolated embedded system to an IoT system. The application layer in
an IoT system can take the form of a web application, mobile applica-
tion, or desktop application, providing a user interface to manage and
interact with the IoT devices.

Traditional Software Systems. Traditional software systems are
characterized by a centralized architecture in which client
applications—ranging from desktop software to mobile and web-based
applications—interact with central servers responsible for processing
requests, managing data storage, and executing critical operations.

Unlike traditional systems, where communication primarily occurs
between client applications and central servers, [oT systems can inter-
connect multiple devices over the Internet. This connectivity enables
them to collect, process, and transfer data amongst themselves or to
cloud storage or backend servers as part of a distributed system. While
not all embedded systems are part of [oT, those that are connected and
networked can be considered a subset of IoT systems.

In this study, the term “System Under Test (SUT)” refers to the
entire IoT system, including application layer, device layer, commu-
nication layer, and cloud layer. “Object Under Test (OUT)” denotes
a specific component of the IoT system being tested such as device
layer, application layer, cloud layer, or communication layer. In the
next section, we discuss related work, primarily focusing on testing
traditional systems or addressing limited aspects of IoT systems.

2.2. Related work

Table 1 summarizes the related work and compares them with our
study based on the testing aspects covered. [R2C7] We specifically
considered studies that explicitly mention taxonomies or classify as-
pects of IoT system testing, such as testing types, approaches, tools,
or other dimensions closely aligned with the scope of our study, while
excluding general studies on IoT system testing. In this paper, we use
testing aspects to refer to any concept that can be considered when
testing a given system. It encompasses the rationale behind testing, the
environments for conducting tests, approaches used, appropriate timing
for testing, the individuals responsible, tools and metrics used, and the
artifacts generated.

Several studies proposed taxonomies for software testing to guide
the testing teams. Villalon et al. (2015a) discussed a taxonomy fea-
turing 9 overarching categories and 27 subcategories tailored for tra-
ditional software. This taxonomy underwent validation via a com-
prehensive survey involving IT managers and industry professionals,
cementing its relevance and utility within the field. However, this
taxonomy does not cover any aspect related to IoT systems testing.
Vegas et al. (2009) presented a taxonomy for unit testing of conven-
tional software systems. It provides 13 testing techniques, including
methodologies such as random testing, boundary value analysis, state-
ment testing, branch testing, path testing, thread testing, and mutation
testing. This taxonomy may not suffice for testing IoT systems since it
discusses only testing techniques and does not cover other aspects such
as testing environment, testing tools, and items to be tested. Unterkalm-
steiner et al. (2014) introduced taxonomy for requirements engineering
and software testing (REST). It focuses on aligning software require-
ments and resultant software. The taxonomy was validated through an
industry survey. This validation highlighted its potential to enhance
both requirement engineering and software testing processes. However,
its focus is limited to a few aspects of IoT systems and may not fully
serve the needs of testing IoT systems. A distinct perspective emerged
in the work of Cheverda et al. (2022), where the authors proposed a
taxonomy to evaluate software quality, focusing on metrics. This tax-
onomy effectively addressed eight attributes (compatibility, portability,
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functional sustainability, security, usability, performance, maintain-
ability, and reliability) fundamental to traditional software systems.
However, Khezemi et al. (2024) proposed different quality attributes
for IoT systems. Nevertheless, this taxonomy is missing many aspects
of IoT systems such as guiding practitioners to know what to test, how
to test, where to conduct the test, and when to test. Mubarakah et al.
(2020) introduced a taxonomy based on SWEBOK analysis, empha-
sizing ten knowledge areas. Although the study emphasized software
testing, it lacked details on test levels and techniques. Makhshari and
Mesbah (2021b) focused on taxonomy for categorizing IoT bugs but
did not address actual IoT system testing. Yet Raibulet (2018) focused
on taxonomy for software evaluation. This study attempted to address
“How” and “What” aspects of software testing and did not consider
other aspects such as stage of testing, environment for testing, and objective
of testing.

Ladisa et al. (2023) provided a taxonomy for evaluating open-
source software. However, this study did not address any aspect of
IoT systems testing. Zander and Schieferdecker (2011), Felderer et al.
(2016) focused on taxonomy for model-based testing. These studies
concentrated on traditional software and did not consider the unique
characteristics of IoT systems. Costa et al. (2020), Roggio et al. (2014),
Kiran Bhagnani (2014) presented taxonomies related to performance
testing tools, testing terminologies, and testing techniques. While these
taxonomies can be crucial in testing IoT systems, their coverage is
limited to a few aspects of software projects in general, without consid-
ering the specific needs of testing IoT systems such as testing devices
and connectivity. Coppola and Alégroth (2022) discussed the taxonomy
of software metrics, while Mubarakah et al. (2020) provided the tax-
onomy for software engineering tools and methods. However, none of
these taxonomies can address fully the need for testing IoT systems.
The ISO-29119 (ISO Standards, 2021) provides techniques for testing
traditional software systems. However, testing IoT systems demands
a broader approach that accounts for their distinctive attributes. It is
essential to adapt and expand these standards to address the testing
needs specific to IoT systems. Firesmith (2015) explored the taxon-
omy of testing types for a software project. While this taxonomy is
detailed, it falls short in addressing [oT system aspects. Despite this
limitation, our study draws inspiration from Firesmith (2015) for its
comprehensive coverage, even though it does not explicitly consider
the testing needs of IoT systems. We draw inspiration from this previous
work and explain in the following section why a taxonomy dedicated to
testing IoT systems is necessary. [R3C7] Yaqoob et al. (2017) provided
a comprehensive taxonomy of IoT architectures and devices, which
complements our focus on testing by offering insights into the structural
aspects of IoT systems.

[R3C8]Finally, Usman et al. (2017) proposed various approaches to
develop and validate the taxonomy, but did not propose any taxonomy.
Table 2 presents a comparison of our study with related works that
proposed and validated taxonomies.

In addition to validation approaches, related studies have also in-
troduced various validation metrics. Table 3 highlights the metrics we
used in our validation and compares them with those used in other
studies. We notice that many studies used perception-based metrics,
such as usefulness, completeness, understandability, and clarity, to
assess the quality of taxonomies (Villalon et al., 2015b).

2.3. Definition of validation metrics

[R2C2][R3C2] To validate this taxonomy, we used several metrics,
as presented in Table 3. This section provides definitions for these
metrics.

» Completeness: The degree to which a taxonomy covers all relevant
concepts and subtopics.

+ Coverage: The extent to which a taxonomy addresses the breadth of
topics and subtopics within its scope
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Table 1

[R2C7] Related works focusing on taxonomy in software engineering.
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Study Aim of the Study Year Aspects of the Study

What How When Where Which Who Why IoT
Ladisa et al. (2023) Taxonomy of attacks 2023 - + - - - - - No
Lonetti et al. (2023) MB Security Testing 2023 - + - - - - - Yes
Fadhil and Sarhan (2022) IoT Testing Survey 2022 - t - - - - - Yes
Coppola and Alégroth (2022) Testing metrics 2022 1 - - - - - No
Cheverda et al. (2022) Taxonomy for quality assessment review 2022 - - - - - - No
Makhshari and Mesbah (2021b) Taxonomy of bugs 2021 - - - - - - - Yes
Costa et al. (2020) Performance Testing Tools 2020 - t - - 1 - - No
Mubarakah et al. (2020) Taxonomy reviews 2020 - t - - T - - No
Raibulet (2018) Taxonomy of software evaluation approaches 2018 - T - - - - - No
Garousi et al. (2018) Testing taxonomy for embedded systems 2015 t t - - t - - No
Firesmith (2015) Testing Types 2015 + + t + + v v No
Villal6n et al. (2015a) Software testing 2015 1 1 - - 1 - - No
Engstrom and Petersen (2015) Testing interventions and practical challenges in SE 2015 - - - - - - - No
Felderer et al. (2016) Classification of Model-Based Security Testing 2015 t - - - 1 - - No
Roggio et al. (2014) Software testing Terminologies 2014 1 - - - - - No
Kiran Bhagnani (2014) Taxonomy for testing techniques 2014 - 1 - - - - - No
Unterkalmsteiner et al. (2014) Taxonomy for RE and software testing 2014 - - - - - - - No
Utting et al. (2012) Taxonomy for MBT approaches and tools 2012 - T - - 1 - - No
Zander and Schieferdecker (2011) MBT for embedded systems 2011 - - - - 1 - - No
Zander et al. (2011) Test generation, execution, and evaluation 2011 t t - - - - - No
Vegas et al. (2009) Testing Techniques 2009 - 1 - - - - - No
This Testing IoT systems 2024 v v v v v v v Yes

*-:Not Covered[0%]; :Limited Coverage[25%]; t: Partially Covered[50%];4%:Mostly Covered[75%];v/:Comprehensively Covered.

* What - Item Under Test and Metrics; How - How to Test; When - When to Test; Where - Testing Environment; Which - Which Tools

- Objective of Testing.

and Artefacts; Who

- Who Does Test; Why

Table 2
Taxonomy validation approach.
Validation Approach Studies
This Mountrouidou et al. (2019) Coppola and Alégroth (2022) Costa et al. (2020) Felderer et al. (2016) Villalén et al. (2015b)
Comparision (Benchmarking) -- ++ -- - - .- .
Expert Opinion (Survey) ++ - - - - - - -- +4
Case Study ++ - - - - .- .- .-
Experiment ++ ++ - - -- - - .-
Classifying Existing Literature ++ - - ++ ++ ++ ++

% ++: Validation Mentioned. —: Not Mentioned.

Table 3
Taxonomy validation metrics.

Validation Metrics Studies
This Mountrouidou et al. (2019) Coppola and Alégroth (2022) Costa et al. (2020) Felderer et al. (2016) Villal6n et al. (2015b)

Completeness ++ ++ - - - - ++
Coverage ++ - - - - - - .-
Effectiveness ++ - - - - .- .-
Expectation-Matching ++ - - - - - - -
Helpfulness ++ - - - - - - .
Importance ++ - - - - - - - -
Level of Details ++ - - -- .- .
Understandability ++ - - - - - - 4
Usefulness ++ - - - - .- .
Precision - - ++ - - - - - -
Timelessness - - ++ - - - - .-
Cohesion - - - - - - .- .-
Clarity - - - - - - .- S+

% ++: The metric was used. —: Metric was not used.

« Effectiveness: The degree to which a taxonomy helps users achieve + Importance: The perceived significance and relevance of a taxonomy

their goals or complete tasks efficiently.
« Expectation-Matching: The extent to which a taxonomy meets users

to users’ needs and goals.
+ Level of Details: The perceived granularity and specificity of informa-

’

preconceived notions and expectations about its structure and con- tion provided by a taxonomy.

tent. + Understandability: The ease with which users can comprehend and

* Helpfulness: The degree to which a taxonomy provides useful guid- interpret the concepts, relationships, and terminology presented in a

ance, clarification, or insights to users. taxonomy.
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« Usefulness: The degree to which a taxonomy is perceived by users as
being practical, applicable, and beneficial for their specific needs and
tasks.

2.4. Need for IoT system testing taxonomy

Testing IoT systems presents unique challenges not encountered
in traditional software testing. Due to the heterogeneous nature of
the devices and protocols, testing must go beyond application to also
include the devices themselves, data processing and storage, their
connectivity, interoperability, and dealing with different communica-
tion protocols. Furthermore, the dynamic nature of IoT environments,
where devices frequently connect and disconnect and systems scale
dynamically, complicates the testing process even further.

The complexity of interactions across different layers and compo-
nents demonstrates that traditional software testing taxonomies may
not be sufficient. Traditional methods do not fully address the specific
needs of IoT systems, such as device connectivity, diverse commu-
nication protocols, and dynamic conditions. Therefore, we need a
customized IoT testing taxonomy that comprehensively covers these
areas. The taxonomy proposed by Firesmith (2015) addresses the needs
of traditional systems while the testing techniques proposed in ISO-
29119 (ISO Standards, 2021) can only address “WHAT” aspect of
testing traditional systems without addressing the specific needs of IoT
systems. Although the taxonomy in Firesmith (2015) and the testing
techniques in ISO-29119 (ISO Standards, 2021) provide useful infor-
mation for testing in general, they do not address the specific needs
of IoT systems. Therefore, to the best of our knowledge, none of the
previous studies provided a comprehensive taxonomy for end-to-end
IoT systems testing. In our study, we analyzed IoT testing literature and
developed an IoT system testing taxonomy. We improved it with inputs
from 16 industry practitioners, and 204 IoT professionals to ensure its
alignment with industry needs and bridge the gap in IoT system testing.
We assessed its effectiveness with empirical evaluation on two systems
involving 12 testers each.

3. Research method
The method used in this study comprises three phases, as shown

in Fig. 3: taxonomy development, feedback collection, and empirical
evaluation.

3.1. Taxonomy development

In this section, we explain the steps to construct the taxonomy and
answer RQ1-RQ7.

3.1.1. Step 1 - Identification of relevant literature

We followed the Preferred Reporting Items for Systematic Reviews
and Meta-Analyses statement (PRISMA) by Page et al. (2021) and
retrieved relevant scientific articles published from January 2012 until
December 2022. In this section, we have reused some data from our
recent study on a systematic literature review (SLR) for IoT system
testing, specifically for the identification and selection of primary stud-
ies (PSs) (Jean Baptiste et al., 2024c). Specifically, we extracted data
pertinent exclusively to the development of our taxonomy. We present
only the key steps here to focus on the essential aspects of our method-
ology. Fig. 4 summarizes the PRISMA process we used for the literature
review. We started by defining the search strategy to be executed in
different digital libraries.

We defined the following search strategy by applying the Popula-
tion, Intervention, Comparison, and Outcome process (PICO) proposed
by Cooke et al. (2012).

£ |

[IoT OR internet of thing OR IoT system OR internet of thing
system OR IoT platform OR internet of thing platform OR IoT
application OR internet of thing application OR IoT software
OR internet of thing software] AND (test OR bug OR defect OR
failure OR anomal* OR quality OR verification OR validation)
AND (method OR technique OR approach OR process OR type
OR level OR practice OR tool OR framework OR layer OR
component OR constituent OR attribute OR metric OR objective
OR stage OR phase OR environment OR target OR artifact OR
artefact)

€ g

We selected 8 online digital libraries: ACM Digital Library, Compen-
dex, IEEE Xplore, ScienceDirect, SpringerLink, Scopus, Web of Science,
and Wiley. Those digital libraries are the most commonly used for
literature reviews in software engineering (Dyba et al., 2007). We
executed the search strategy and retrieved 8,294 articles from these 8
digital libraries. We removed 985 duplications and we obtained 7,305
articles. We screened these using the following inclusion and exclusion
criteria.
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Inclusion Criteria. We considered the following inclusion criteria for
article selection:

The article is written in English

The article is published between 2012 and 2022

The article is published in a journal, conference, or workshop

The article explicitly discusses at least one aspect of IoT systems
testing

The article has at least 4 pages

Exclusion Criteria. We considered the following exclusion criteria:

The article has less than 4 pages

The article is not a primary article

[R3C7] The article is not related to security testing
The article has not been peer-reviewed

The article is a graduate thesis or project report

The article does not have its full text available online

[R3C7] We chose to exclude PSs about IoT security testing despite
the importance of this topic for two reasons. First, this topic deserves
its own study and has already been the subject of recent surveys,
e.g., Nawir et al. (2016). Second, security testing for IoT systems is
a vast and complex topic, which would have overshadowed other
objectives and increased the complexity and length of this article. We
applied these criteria, and we obtained 54 articles.

We performed two rounds of backward and forward snowballing
and identified an additional 29 studies, bringing the total to 83 studies.

Fig. 5 shows the publication trends of reviewed articles.

3.1.2. Step 2 — Data extraction and analysis

Two authors of this paper manually analyzed the selected studies
and mined different testing aspects to develop the initial taxonomy,
resolving any disagreement on extracted aspects through discussion
sessions to reach a consensus. Table 4 shows the form used for data
extraction.

Table 4
Data extraction form.
Field Description
Study The title of the study (paper)
Focus The main focus of the study (paper)
Aspect Any testing aspect from testing objectives/reasons,

testing approaches, testing environment, testing tools,
testing metrics, testing artifacts, testing stage, testing
responsibility

The studies analyzed and the data extraction form we used can be
found online on ptidej website.* and Zenodo®

3.1.3. Step 3 — develop the initial taxonomy

To develop the initial taxonomy, we followed the method proposed
by Usman et al. (2017). This method consists of 13 activities grouped
into 4 phases, as shown in Table 5.

(1) Planning. This step consists of defining the initial aspects of
the taxonomy to be developed, such as the objective of the
taxonomy, the software engineering knowledge area associated
with this taxonomy (i.e., the object to be classified), the data
collection method, the classification structure type (e.g., tree or
facet-based), and the classification procedure type (i.e., qualita-
tive or quantitative). In this phase, we conducted six activities
(B1 to B6). The knowledge area associated with the designed
taxonomy is testing (the outcome of B1). The main objective of
the taxonomy is to identify and classify the testing aspects reported
in the existing literature (the outcome of B2). The subject matter
of the taxonomy is IoT system testing (the outcome of B3). We
chose hierarchy as the classification structure (the outcome of
B4) to relate categories and sub-categories in a parent—child
relationship as proposed by Kwasnik (1999). We selected a
qualitative procedure to classify testing terms (the outcome of
B5) according to Wheaton (1968). We used a systematic literature
review to identify testing aspects (the outcome of B6).

(2) Identification and Extraction. We carried out 2 activities (B7
and B8). We extracted all testing terms from the 83 PSs (the
outcome of B7). To extract the testing terms from 83 PSs, we
followed the steps in Section 3.1.1 and Section 3.1.2. Activity
B8 enabled us to control the consistency of extracted terms.
We performed the following actions to categorize the extracted
terms: (1) We removed duplicates, (2) whenever we identified
a testing term possibly represented by another term in different

4 https://www.ptidej.net/downloads/replications/jss24a/
5 https://zenodo.org/records/14515044
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Table 5
Taxonomy design method [Adapted from Usman et al. (2017)’s study].
Phase D Activity
B1 Define SE knowledge area of the study
B2 Describe the objectives of the taxonomy
. B3 Select and describe the subject matter to be classified
Planning e
B4 Select classification structure type
B5 Select classification procedure type
B6 Identify the sources of information
e . B7 Extract all the terms
Identification and Extraction X
B8 Perform terminology control
B9 Identify and describe the taxonomy dimensions
Design and Construction B10 Identify and describe the categories of each dimension
& B11 Identify and describe the relationships
B12 Define guidelines for using and updating the taxonomy

Validation B13 Validate the taxonomy

% SE: Software Engineering.

Goal-Based
(14 PSs)
Objectives of Testing (Why) Why

Phase-Based
(31PSs) -
Stage of Testing (When)
e i Reason-Based
Continuous-Based (28 PSs)
1P

Object Under Test (OUT)
What 9Pss) OUT & Metrics (What)
Metrics
(3 PSs)
Artifacts
Which (7559 Artifacts & Testing Tools
(Which)
Testing Tools
(39 PSs)

I

1 1
! | Testing Levels
(6PSs)

S:ysten:ﬁ
Urer Tt

(SUT) ,
j @ Testing Approaches (How) (28 PSs) How
|

Automation Level
(2 PSs)
Scripting Level
(2PSs)
Testing Environment (Where) Who Does Testing (Who)
(18 PSs) (1PS)

Fig. 6. Testing aspects from primary studies.

studies with the same meaning, we performed terminology uni- 1. Identify the Participants. Due to limited information on the ver-
fication. We used a Delphi-inspired process (Niederberger and sion of the taxonomy we had, we chose not to share it publicly

@3

(4

)

—

Spranger, 2020), where two authors of this paper independently
define the category of the extracted terms, resolving any conflict
through discussions until a consensus was reached. As a result,
we identified testing aspects shown in Fig. 6.

Design and Construction. In this phase, we described the cat-
egories of testing aspects. We identified any relevant subcat-
egories for each testing aspect. We used extracted terms and
controlled through B7 and B8 to identify and describe taxonomy
dimensions and categories. We selected one dimension, named
IoT system testing (the outcome of B9 at the very top, making
it the parent of the entire taxonomy. We identified 7 aspects
(objectives, targets, approaches, timing, environment, role, and tools
and metrics, each representing a distinct category within the
taxonomy, as shown in Fig. 6 (the outcome of B10). We used
hierarchical classification relationships to relate categories and
subcategories (the outcome of B11). We provided a guideline
through the usage scenario in Section 3.5, and we will review the
taxonomy every two years to determine if updates are necessary.
(the outcome of B12).

Validation. [R3C8] Usman et al. (2017) proposed various ap-
proaches for validating taxonomies, including expert opinion,
case studies, experiments, and benchmarking. In this study, we
validated this taxonomy with two rounds of surveys (i.e., ex-
pert opinion), as explained in Sections 3.2 and 3.3. We also
conducted an empirical study with testers (i.e., case study and
experiment), as presented in Section 6.

for feedback. Instead, we identified professionals with experi-
ence in IoT systems through their LinkedIn profiles. We invited
them to participate in our study and provide their feedback on
the version of the taxonomy that we constructed based on a liter-
ature review. We did not specify a target number of profession-
als; however, we sent requests via LinkedIn private messages to
79 professionals. Ultimately, 16 practitioners voluntarily agreed
to participate.

. Design the Feedback Collection Form. We created a feedback

collection form consisting of 20 questions grouped into three
sections: demographic information, IoT testing experience, and
comprehension of the taxonomy. The form can be accessed
online.®

. Send out the Initial Taxonomy and Feedback Form. We used prac-

titioners’ email addresses to share the taxonomy and the link to
access the feedback form.

. Collect and Analyze the Feedback. We analyzed the feedback from

experts to extract their recommendations.

. Update the Taxonomy. We updated the taxonomy by adding more

terms or by removing redundancies.

3.3. Survey — Round 2

We surveyed 204 practitioners to evaluate various aspects of the
developed taxonomy and provide their feedback. We used the feedback

3.2. Survey — Round 1
provided to improve and finalize the taxonomy. We conducted three

We surveyed 16 industry practitioners to collect feedback on the
initial taxonomy. We used the collected feedback to improve the tax-

onomy. Fig. 7 summarizes the steps we used to conduct the survey. 6 https://tinyurl.com/surveyform2024
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Initial e--» Participants Identification - Survey Design &--» Survey Distribution ¢- Feedback Analysis -> Update
Taxonomy i Taxonomy
Fig. 7. Steps used to conduct survey.
main activities: designing the survey, distributing the survey and tax- Navigating the Taxonomy
onomy, and analyzing the survey results. We followed the same steps
as presented in Fig. 7. o Define Testing Objectives

* Design the Survey. We used Google Forms to create our survey. We
asked participants questions on completeness, understandability,
helpfulness, meeting user expectations, effectiveness, overall im-
pact for practitioners and stakeholders, and participants’ opinions
on the categories and subcategories. The link to the survey is
online.”

Distribute the survey. We obtained an “Ethics Certificate” for re-
search involving human subjects. At this stage, our taxonomy
was more developed, and we were receptive to public feedback.
We aimed to gather feedback from at least 100 professionals
specializing in IoT systems. We distributed the Survey, along with
a copy of the taxonomy, via various social media channels, mainly
LinkedIn and Facebook IoT groups. We also contacted alumni
associations from VIT,* CMU,’ UR-ACEIoT.!* We did not provide
any monetary incentives for the participants and requested those
willing to participate to read the taxonomy and ask questions, if
any, before taking the survey. The survey was conducted over
a period of 45 days, during which 204 practitioners agreed to
review the taxonomy and provide their feedback.

Analyze the Survey Results. We analyzed the survey data to finalize
the taxonomy.

The materials we used can be accessed from ptidej website.!! The
complete taxonomy can be accessed online.'?

3.4. Taxonomy validation

We used two approaches to validate the taxonomy: survey-based
validation and empirical study.

3.4.1. Survey-based validation

We validated the taxonomy by surveying 16 and 204 practitioners
as described in 3.2 and 3.3 respectively. In addition to the feedback
they provided to enhance the taxonomy, we asked the practitioners to
assess the taxonomy for its completeness, understandability, level of
detail, etc. We analyzed the assessment data provided by practitioners
to improve the initial taxonomy.

3.4.2. Case study

We conducted a case study on two separate systems to evaluate how
the taxonomy can improve testers’ understanding (RQ8). We recruited
software engineering students from the IoT lab at Concordia University
for the WIMP project, and IoT students from the Center of IoT at
the University of Rwanda for the SMART-CYPS project. We asked
them to complete a questionnaire providing basic information such
as their experience with software projects, their understanding of IoT
systems (ranging from basic to advanced), and their educational level
(minimum requirement: bachelor’s degree). Subsequently, we hired 12
students for each system as part of our case study. [R2C3] We chose
these students for both systems because (1) they had some experience

~
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https://www.ptidej.net/Members/minanijb/Taxonomy/
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Identify the testing objectives from
identified objectives. This will guide
testing process.

Identify Object Under 2
Test And Metrics

!

Determine the object under test (e.g.,
entire system or specific layer) and
identify the relevant metrics to measure
its performance.

3 Choose Testing
Approaches

|

Select the testing approaches that align
with the testing objectives and object
under test.

Set Up Testing
Environment

l

Prepare the testing environment,
including any necessary hardware,
software, or network configurations.

5 Determine Testing Stages

Determine the stage of testing such as
unit testing, integration testing, system
testing, or acceptance testing or
continuous-based testing for Agile.

Select Testing Tools And 6
Artifacts

l

Choose the testing tools and artifacts
that will be used to support the testing
process, such as test cases, test scripts,

or test data.

7 —— Assign Testers

Identify the testers who will perform the
tests and ensure they have the necessary
skills and expertise

Fig. 8. Steps to guide the practitioners.

in developing or testing software solutions, and (2) they had direct
access to the respective systems. For each system, we used two groups,
each consisting of 6 participants. We asked each group to develop
test cases and scenarios for the given IoT systems. One group had
access to the taxonomy, while the other did not. Before the experiment,
we explained the systems to both groups and provided the necessary
system documentation along with a system demonstration. The task
lasted for 2 h. We compared the number of test cases (TCs), scenarios,
and aspects identified by each group.

3.5. Practitioners guidance

Although the taxonomy offers options for each aspect, testers are
not required to consider all of them. However, for each category, testers
must make decisions based on what to test, the objectives, etc. Fig. 8
illustrates how testers can navigate the taxonomy.

Fig. 9 shows a (simplified) example for practitioners to navigate
the taxonomy. Although we do not depict all the potential options
outlined in the taxonomy, it shows that practitioners can select one of
the four identified options for the testing environment to execute their
tests. Regarding the testing approach, the scripting level is optional
and requires the use of automation tools. It cannot enumerate all
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Fig. 9. Simplified example for practitioners to navigate the taxonomy.

conceivable metrics or test automation tools, but guides practitioners
in making a choice based on their applicability to their SUT.

3.6. Usage scenario: Developing a test strategy for a smart home IoT system

We further illustrate the use of the taxonomy with the following
scenario. A tester is given a task to ensure the quality and reliability of
a smart home system. This system includes interconnected devices, such
as thermostats, security cameras, and lighting controls, all managed
through a central hub. The tester can use the taxonomy to answer the
following questions:

1. Test Objective — “Why”. The primary objective is to ensure the
seamless functionality, security, and interoperability of the smart
home system.

2. What to Test — “What”. The tester focuses on IoT devices, net-
works, and applications and some characteristics: (a) Function-
ality: Test the core functionalities of each IoT device, commu-
nication layer, and automation testing of the application. (b)
Security: Assess the system security measures, including data
encryption, user authentication, and protection against cyber
threats. (c) Interoperability: Verify interoperability between dif-
ferent devices and protocols to ensure smooth communication
and compatibility.

3. How to Test — “How”. The tester can choose among different

options:
(a) Manual Testing: Perform manual tests to validate user inter-
faces and user experience with the application, and interoper-
ability between devices. (b) Automated Testing: Implement auto-
mated tests for repetitive tasks, e.g., unit tests, for all devices and
the application. (c) Penetration Testing: Conduct penetration
tests to identify vulnerabilities and weaknesses in the security.

4. Who Does Test — “Who”. The tester can enlist the help of:

(a) QA Team: Testers responsible for executing test cases, docu-
menting defects, and ensuring overall test coverage. (b) Devel-
opment Team: Developers responsible for implementing require-
ments, unit tests, and bug fixing. (c) Security Experts: Colleagues
who could conduct in-depth security assessments and identify
potential vulnerabilities.

5. Where to Conduct the Test — “Where”. The tester can choose

between:
(a) Testing Environment: Set up a dedicated test environment
mirroring the production environment to simulate real-world
scenarios. (b) Production Environment: Perform on-site testing
in real homes to assess device functionality and user experience
using the production servers.

6. When to Test —“When”. The tester can use and combine:

(a) Iterative Testing: Conduct testing throughout the develop-
ment lifecycle, including early-stage testing, integration testing,
and regression testing. (b) Patch (or Pre-release) Testing: In-
tensify testing efforts before major releases to identify and rec-
tify critical issues. (c) Maintenance (or Post-deployment) Test-
ing: Continue testing post-deployment to monitor system perfor-
mance, address user feedback, and release updates.

25%, 4

13%, 2

38%, 6

<1Year Between 1 and 3 Years

Between 3 and 5 Years = Between 5 and 10 Years

Fig. 10. Participants’ experience in IoT.

7. Which Tools and Artifacts — “Which”. The tester can choose:
(a) Automation Tools: Appium and Selenium for automated test-
ing of web interfaces and mobile apps, respectively. (b) Artifacts:
Bug reports or TCs.

The testers are not expected to check all the boxes within each
category. However, depending upon the nature of the project or its
priorities, testers may select applicable elements from each category,
guided by the defined objectives of the testing endeavour.

4. Practitioners’ review

We conducted two rounds of surveys with industry practitioners to
collect their reviews on this taxonomy, and we used their feedback to
improve it.

4.1. Round 1

We surveyed 16 industry practitioners (12 males and 4 females)
from 7 countries (UAE, USA, Canada, Japan, Pakistan, India, and
Rwanda), to collect feedback on our initial taxonomy. 25% of partic-
ipants have 5 to 10 years of experience in IoT, while 12.5% have 3
to 5 years of experience. The majority, 62.5%, have 1 to 3 years of
experience in IoT. Fig. 10 shows the details of the participants.

We used the feedback provided by 16 experts to improve the
initial taxonomy. The participants evaluated the taxonomy, and we
summarized their evaluation results in Fig. 11. To ensure participant
anonymity, we assigned unique identifiers (P1 to P16) to represent
each of the 16 participants in this paper. We consolidated “strongly
agree” and “agree” into “agree”, then aggregated their corresponding
values. For instance, combining 43.75% strongly agreeing with 12.50%
agreeing results in a total of 56.25% agreement.

4.1.1. Completeness, helpfulness, understandability, and usefulness

We asked the practitioners to assess the completeness, understand-
ability, usefulness, helpfulness, expectation matching, importance, and
effectiveness of the taxonomy on a scale of 1 (strongly disagree) to 5
(strongly agree) as shown in Fig. 11.
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Fig. 11. Evaluation results - Round 1.

Completeness. 56.25% of the participants agreed that our taxonomy
is complete. The comment received from the participants was to include
“security” on testing types, and “business scenario (E2E)” as the goal
of testing.

The proposed taxonomy covers most of the angles that should be
taken into consideration for IoT tests. (P6)

Understandability. 68.75% of the participants agreed that the taxon-
omy is understandable while providing some suggestions.

The proposed taxonomy is understandable when I read it, especially
in its graphical visualization. However, the only thing you should
mention is how the testers can read it with brief descriptions of
different terms used. (P13)

Usefulness. All participants agree that the taxonomy is useful. No
participants disagreed on the usefulness of the taxonomy.

This taxonomy is useful since it provides the common terminology
and taxonomy for people to create and review IoT test plans.
Given the common terminology and taxonomy as a framework, the
supplier companies, subcontractor companies, and user companies
can productively align on the test strategy compared to building it
from scratch. (P9)

Helpfulness. 81.25% of the participants agreed that the taxonomy is
helpful. However, the participants suggested adding a granular guide
for the testers.

This taxonomy can help testers develop a comprehensive test plan
that covers all the different components and elements of an IoT
system, including devices, connectivity, data management, analyt-
ics, applications, security, and cloud computing. It can also help
them design test cases that take into account the various challenges
associated with testing IoT systems, such as data volume, device
diversity, and complex interactions between components. (P7)

4.1.2. Importance and expectation

We asked the practitioners to assess the importance and the degree
to which the taxonomy matched the practitioners’ expectations using a
scale from 1 (strongly disagree) to 5 (strongly agree).

Importance. 75.0% of the participants agreed on the importance of
the taxonomy, while 25.0% of the participants did not agree or disagree
that the taxonomy is important to the practitioners.

Any practitioner will be able to understand different types of testing,
which are important in the preparation of a test strategy. (P1)

Expectation of Practitioners. 56.25% of the participants agreed that
the taxonomy matches their expectations as testers, while 43.75%
did not agree or disagree that this taxonomy matches their level of
expectation.

I've been doing a literature review for the last couple of months, and
this taxonomy is one of the best ones I've come across. It is detailed,
explained well, and direct. (P8)
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4.1.3. Effectiveness for test strategy

We asked the practitioners to assess the effectiveness of the taxon-
omy for testers when creating the test strategy and test cases (TCs).
93.75% of the practitioners agreed that the taxonomy can effectively
support the testing of IoT systems, while 6.25% neither agreed nor
disagreed.

The proposed taxonomy provides an opportunity to have third-party
perspective to validate test strategies. (P11)

Some Contributions from Participants. In the testing ap-
proach, practitioners suggested incorporating specific security
tests such as API security testing, penetration testing, and vul-
nerability testing. Additionally, they recommended including
data privacy testing, user experience testing, patch testing, and
model-based testing (MBT). Regarding the objective of testing,
they suggested incorporating other factors such as continuous
improvement and defect detection.

4.2. Round 2

We used the feedback collected in Round 1 and improved the
taxonomy. Further, we invited 204 practitioners to evaluate the revised
version of the taxonomy. We used a 1 (strongly disagree) to 5 (strongly
agree) scale. Fig. 13(a) shows the evaluation results. We ensured par-
ticipant anonymity by assigning unique identifiers (P1 to P204) to
represent each of the 204 participants. Fig. 12 shows the details of the
participants.

Completeness. 95.1% agreed on its completeness. 4.9% did not agree
or disagree.

The proposed taxonomy for an IoT system appears well-organized,
covering key aspects such as devices, connectivity, data processing,
security, applications, and management. This structure enables a
comprehensive understanding of the components and considera-
tions within the IoT ecosystem. (P26)

Coverage. 99.5% of practitioners agreed on the coverage of this
taxonomy in terms of testing dimension and level of detail. 0.5% did
not agree or disagree.

This taxonomy is well-designed and tackles all aspects of IoT sys-
tems. Any practitioner must check this taxonomy before deploying
the IoT system. (P176)

Effectiveness. 98.5% of practitioners strongly agreed on how the
taxonomy can help the testers to be more effective, while 1.5% did not
agree or disagree.

Expectation. 98.0% of practitioners believed that the taxonomy
could meet the expectations of the testers, while 2.0% did not agree
or disagree.
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When it comes to testing an IoT system, the proposed taxonomy can
meet my expectations. It can provide a structured framework for
understanding and exploring different aspects of testing specific to
IoT systems. This can include areas like connectivity testing, inter-
operability testing, security testing, and more. So, the taxonomy can
be a valuable tool for testers to ensure that all necessary dimensions
of testing are covered when it comes to IoT systems. (P60)

Understandability. 98.0% of the practitioners believed that the tax-
onomy is understandable, while 2.0% neither agreed nor disagreed.

The structure and design of the taxonomy demonstrate a commend-
able effort to provide a comprehensive framework for testing IoT
systems. (P31)

Usefulness. 98.6% of the practitioners agreed that the taxonomy is
useful, while 1.4% of the participants did not agree or disagree.

This taxonomy is very useful, and complete, and will help the testers
to understand all dimensions of testing. (P45)

We further asked the practitioners to evaluate the completeness of
each dimension. We used “Yes” or “No” for each dimension. In the case
of “No”, we asked the practitioners to mention what they believed is
missing. We used their feedback to improve the taxonomy. Fig. 13(b)
shows the evaluation results. At least more than 96% (196) of the
practitioners believed that each of the categories in the taxonomy is
complete.
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Some Contributions from Participants. On the objective of
testing, practitioners suggested adding patch testing, Go-Live
testing, backup, and recovery testing to reason-based testing.
They also suggested adding cross-functional teams to those
responsible for testing (testers). Cloud was suggested by prac-
titioners for the test environment, while the acceptance phase,
Go-Live phase, and maintenance phase are suggested for the
stage of testing.

€ g

We used feedback provided by those who did not strongly agree or
were neutral to improve the taxonomy.

5. The taxonomy: TaxIoTe

In this section, we present the description of the taxonomy for
IoT system testing, referred to as TaxIoTe. We describe each aspect in
TaxIoTe by answering some of our research questions (RQs).

5.1. What are testing objectives (RQ1)?

We compiled and classified the objectives for testing, as depicted in
Fig. 14.

We organized the objective of testing based on the reason and goal
for testing. [R1C3] On reason-based, we identified six reasons: conduct-
ing initial testing, retesting, regression testing, patch testing, backup
and recovery testing, and Go-Live testing. On goal-based, we identified
continuous improvement, customer satisfaction, verification and vali-
dation, quality assurance, defects detection, battery drainage checking,
sensor calibration checking, network coverage and range checking, and
geolocation capability checking. It can also focus on end-to-end (E2E)
business scenarios. E2E testing can be functional or non-functional
requirements-based as shown in Fig. 14. Due to space constraints,
we are unable to provide detailed descriptions for each item in the
taxonomy here, but we will provide a comprehensive description of
each item on our GitHub repository and ptidej website. We suggest the
following explanations for certain objectives. Continuous improvement in
IoT system testing aims to regularly enhance both functionality and the
quality of IoT systems. User satisfaction in IoT systems testing ensures
that the system meets or exceeds user expectations. [R1C2] Verification
and Validation are separate processes that both use testing as one of
their principal practices. Verification is the process of evaluating the
product or system to ensure that it meets the specified requirements
(i.e., building the product right) (ISO, 2022). Validation is the process of
evaluating the product or system to ensure that it meets the user’s needs
and expectations (i.e., building the right product). Quality Assurance is
the process that ensures products or services meet quality standards
and expectations (ISO, 2022). Defects Detection focuses on identifying
errors, bugs, faults, and failures in IoT systems. [R1C3] Battery drainage
checking ensures that an IoT device’s battery life meets expectations and
that power consumption is optimized. This involves measuring battery
drain under various usage scenarios. Sensor calibration checking verifies
that an IoT device’s sensors are accurately calibrated to provide reliable
and precise data, such as temperature, humidity, or pressure readings.
Network coverage and range checking ensures that an IoT device can
maintain a stable and reliable connection to the network within a
specified range and coverage area. Geolocation capacity checking verifies
that an IoT device can accurately determine its location and provide
location-based services, such as GPS tracking or location-based alerts.
For functional requirements (FR), we defined the following objectives:

* Requirement Testing. The objective is to verify and validate specific
requirements and specifications of an IoT system. Test cases (TCs) and
test scenarios are designed and executed based on the requirements
of the IoT system.



J.B. Minani et al.

== strongly Agree

Agree Neither Agree nor Disagree Disagree  mmm Strongly Disagree

Completeness
Coverage
Effectiveness
tation-Matching
derstandability

Usefulness

(a) Overall Taxonomy Evaluation

The Journal of Systems & Software 226 (2025) 112408

== Complete

= Not Complete

ifacts and Tools
Who Does Test

ng Environment
Stage of Testing
sting Approach

What To Test

Test Objectives

(b) Completeness of each Aspect

Fig. 13. Evaluation results - Round 2.

/
Objectives <’
(Why)

| Reason
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 Acceptance Testing. Acceptance testing is owned by the customer
to verify that the system works in accordance with the customer’s
expectations (Rogers, 2004).

* User Need Testing. User-need testing verifies if the [oT system meets
stakeholders’ needs.

* Design. Design-driven testing verifies if the IoT system conforms to
the provided designs.

For non-functional requirements (NFR), we identified the following
goals:

* Performance Testing. Performance testing is conducted to evaluate the
degree to which a test item accomplishes its designated functions
within given constraints of time and other resources.

Security Testing. Security testing is conducted to evaluate the degree
to which the SUT, and associated data and information, are protected
so that unauthorized persons or systems cannot use, read, or modify
them, and authorized persons or systems are not denied access to
them (Alaqail and Ahmed, 2018).

Interoperability Testing. It refers to the degree to which the system
operates (that is, interfaces and collaborates) effectively with spec-
ified external systems (Firesmith, 2014). It helps to test that various
devices from different vendors can communicate and understand each
other.
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Compliance Testing. Compliance testing ensures that the SUT complies
with laws, standards, or regulations.

Integration Testing. It focuses on checking the interface between dif-
ferent components of the SUT (Alaqail and Ahmed, 2018).
Compatibility Testing. Compatibility testing measures the degree of
satisfaction to which a SUT can function satisfactorily alongside other
products (Alaqail and Ahmed, 2018).

Usability Testing. Usability testing checks the user behavior in using
the system. Testing the UI and its navigation helps elucidate if a better
design can make navigation simple and desirable, as well as prevent
users from doing something they should not need to do (Hagar, 2022).
Reliability Testing Reliability testing evaluates the ability of a SUT
to perform its required functions, including evaluating the frequency
with which failures occur (Alagail and Ahmed, 2018).
Maintainability Testing. Maintainability testing is conducted to eval-
uate the effectiveness and efficiency with which a SUT may be
modified (Alagail and Ahmed, 2018).

Portability Testing. Portability testing assesses how easily a SUT can
transition from one environment to another and the extent of modi-
fications required to make it functional in diverse environments.
Connectivity Driven Testing. Connectivity testing is conducted to check
how IoT device connects to other devices, and endpoints such as
gateways (Taivalsaari and Mikkonen, 2018).

Device Life Expectancy (DLE) Testing. DLE testing is conducted to
evaluate the time interval from when a device is sold to when it is
discarded (Lee et al., 2023).

Distributivity Testing. Distributivity testing is conducted to check how
components of SUT can be spread across various devices in the
network (Tanenbaum and Steen, 2015).

Dynamicity Testing. Dynamicity testing checks how components and
connectors can be created, connected, or removed during system
execution (Cavalcante et al., 2015).

Resilience. The ability of an IoT system to recover quickly from
failures, errors, or disruptions, and to continue operating effectively.
User Attitude. Testing to ensure that an IoT system is user-friendly, in-
tuitive, and meets user expectations, including usability, accessibility,
and overall user experience.

Robustness. The ability of an IoT system to withstand and resist
failures, errors, or disruptions, and to continue operating effectively
in adverse conditions.

Safety. Testing to ensure that an IoT system does not pose any risks
or hazards to users, and that it operates in a safe and secure manner.
Scalability. The ability of an IoT system to handle increased load,
traffic, data, or added devices without compromising performance.
Flexibility. The ability of an IoT system to adapt to changing require-
ments, protocols, or technologies, and to integrate with other systems
or devices.

Configuration. Testing to ensure that an IoT system can be prop-
erly configured, customized, and updated and that its settings and
parameters can be easily managed.

Sensor Accuracy and Reliability. This involves verifying that sensors in
the IoT devices accurately and consistently measure and report data.
For example, temperature sensors should report correct temperature
readings under various conditions.
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Power Consumption and Battery Life. Ensuring that the IoT devices
have efficient power consumption and that the battery life meets the
expected requirements.

Firmware Updates and Rollbacks. Verifying that firmware updates can
be applied successfully over-the-air (OTA) and that devices can revert
to a previous version if an update fails.

Environmental Factors Checking. Testing the device’s performance un-
der various environmental conditions, such as extreme temperatures,
humidity, and other factors that the device might encounter in real-
world use.

Device Provisioning and Configuration. Ensuring that new devices can
be correctly set up and configured to join the network. This includes
testing the process of adding a device, configuring it, and ensuring it
starts functioning as expected.

Communication Protocols. Testing the implementation and perfor-
mance of communication protocols specific to IoT, ensuring that
protocols like MQTT, CoAP, and others are correctly implemented,
efficient, and secure.

Geolocation Accuracy. Verifying the accuracy and reliability of
location-based services provided by the device. This includes testing
GPS and other location technologies to ensure they report correct
locations.

Event Handling and Logging. Ensuring that the device correctly handles
events (e.g., sensor triggers, and network changes) and logs relevant
information.

Data Synchronization. Verifying that data collected by the device is
correctly synchronized with the cloud or other central systems. This
includes ensuring data integrity and consistency across all platforms.

NEFR focuses on the quality attributes of IoT systems. Our listing is
not exhaustive; therefore, any other quality attributes not mentioned
here could be added.

We identified various reasons for testing. Initial testing verifies the
basic functionality and quality aspects of the IoT system before deploy-
ment. Retesting is conducted to verify that defects identified during
initial testing have been fixed successfully. Regression testing ensures
that changes or updates to the IoT system do not adversely affect
existing functionalities. Patch testing validates the effectiveness and
stability of applied patches or updates to the IoT system, ensuring that
they do not introduce new issues or disrupt existing functionalities.
Backup and recovery testing ensures the reliability and effectiveness of
data backup and recovery processes in the event of system failures. Go-
Live testing verifies the readiness of the IoT system for deployment in a
live environment.

Takeaway: Although the objectives for testing IoT systems are
adaptable to specific contexts, they provide comprehensive cov-
erage across various layers from devices and networks to data
processing and applications. Moreover, these objectives can
also be applied to testing web, desktop, mobile, and embedded
systems.

5.2. What are testing tools and artifacts (RQ2)?

We organized testing tools and artifacts for testing IoT systems, as
shown in Fig. 15.

The identified artifacts include TCs, test data, test scenarios, test
scripts, defects reports, test plans, test strategies, and traceability ma-
trix. We define those artifacts based on ISO (ISO, 2022).

+ Test Scenario. A test scenario is defined as any functionality that can
be tested (e.g., check the login functionality). One test scenario can
have multiple TCs.

+ TCs. A test case is any single atomic test consisting of test precondi-
tions, test inputs, expected test output, and expected test postcondi-
tions (Firesmith, 2014).
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Fig. 15. [R2C4] Which tools to use and artifacts produced.

Test Data. Test data are data used to satisfy the input requirements
for executing one or more TCs.

Test Script. A test script is a procedure specification document speci-
fying one or more test procedures.

Defect Report. A defect report is a report indicating whether a specific
test case has passed or failed.

Test Plan. The test plan consists of a detailed description of test
objectives to be achieved and the means and schedule for achieving
them, organized to coordinate testing activities for some test item or
set of test items.

Test Strategy. Test strategy is a document that outlines how testing
will be conducted.

Test Log. A record of the testing activities that have been performed on
a software system, including the test cases that were run, the results
of those tests, and any defects or issues that were identified.
Summary Report. It summarizes the test execution, including the
number of test cases executed and key metrics such as test coverage,
pass/fail rates, and defect trends.

Traceability Matrix. A tool to trace the requirements of a system to
the corresponding test cases that have been created to validate those
requirements (IEEE, 2017).

Test Oracles. A source for determining expected results for test cases
and comparing them to the actual results of the SUT.

[R2C4] Testing tools are software applications or frameworks designed
to support and automate various aspects of the testing process, in-
cluding test case creation, execution, defect tracking, performance
monitoring, and result analysis (Firesmith, 2014). These tools are cate-
gorized into two groups: one for running tests (e.g., Selenium, Appium,
and many LLM-based testing tools, such as ChatGPT, CodeX, CodeT5,
GPT-4, and GPT-3 (Wang et al., 2024a)), and the other for managing
test environments (testbeds or simulators/emulators (Dias et al., 2018;
Fortino et al., 2020)). We identified 23 tools in this taxonomy namely
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Apache JMeter, Stryker Mutator, Tsung, PatrloT, Node-RED, Eclipse
IoT Testware, ICAT, Héctor, Robot Framework, Selenium, VectorCAST,
WebdrivelO, JUnit Framework, Jest, Mocha, Cucumber, JTAG Don-
gle, ThingBoard, SmartThings, ThingSpeak, LoadRunner, Appium, and
LLMs Tools.

Testbeds. Testbeds that consist of hardware and software components
where IoT systems can be tested.

Virtual Tools Virtual tools consist of real software on virtualized
infrastructure (Becker et al., 2022).

Emulators. Emulators are software tools that mimic the hardware and
software of a real device (Firesmith, 2014).

Simulators Simulators are software tools that mimic the software
and environment where IoT devices operate, often for testing and
development purposes (Firesmith, 2014).

Hybrid Environments. Hybrid Environments comprise a mix of physical
hardware and virtualized components.

Test automation tools are excluded from the taxonomy due to
their dynamic nature; the roster of known tools is subject to rapid
changes. Additionally, numerous other artifacts may exist and could
be considered. This taxonomy includes only those artifacts identified
in existing literature or reported by practitioners.

Takeaway: The taxonomy excludes test automation tools due
to their dynamic and rapidly evolving nature, focusing instead
on artifacts common to all software systems. It is also important
to recognize that many practitioners are not yet fully aware
of LLM-based testing tools, such as ChatGPT, CodeX, CodeT5,
GPT-4, and GPT-3(Wang et al., 2024a), which are gaining
relevance in the field.

5.3. Who is responsible for testing (RQ3)?

We summarized the roles of individuals or organizations responsible
for testing, as shown in Fig. 16.

We categorized the testers into 2 main groups: organization-based
and role-based. Within the organization-based category, testing can be
the responsibility of the following:

Developing Organization. The organization responsible for develop-
ment also conducts the testing.

Client Organization. The client is responsible for testing.

Contractor. Testing is outsourced to a third party.

Operator. The operator may conduct some tests such as security and
performance assessments.

The role-based classification includes:

Developer. The developer of the system can also write and execute
TCs, especially for unit tests.

QA Engineer. QA engineers ensure the quality of the system through
testing and process enhancement.
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Fig. 17. Stages of testing.

Infrastructure Engineer. Infrastructure engineers evaluate various as-
pects of the infrastructure, including performance, security, relia-
bility, maintainability, and distributivity, to ensure that the system
meets quality requirements.

Security Engineer. Security engineers are responsible for testing the
system’s security and addressing vulnerabilities.

System Administrator. System administrators can conduct various tests
and take care of resource usage, backup, and recovery.

End User. End users can conduct their tests to determine whether the
system aligns with their needs and requirements and whether it is
acceptable for use.

Maintenance Engineer. Maintenance engineers may test system up-
dates, patches, and bug fixes for stability, compatibility, and func-
tionality.

Takeaway: Testers are categorized according to their organiza-
tion or job role, which allows specialists such as developers, QA
teams, clients, and maintenance engineers to conduct targeted
tests at various stages of the system’s lifecycle. The formation
of a cross-functional team, composed of individuals from di-
verse roles, may facilitate a unified understanding of testing
outcomes among all stakeholders.

5.4. What are testing stages (RQ4)?

We summarized the stages of testing for the phase-based develop-
ment approach, as shown in Fig. 17.

In phased development, testing occurs at various phases such as
analysis, design, and coding. In many cases, testing is done in the
testing phase. In continuous development, testing is conducted based
on Agile or DevOps methodologies.

« Agile Testing. In agile-based testing, features are tested as they are
developed.

* DevOps Testing. In DevOps, the new build is run through a series
of tests that will thoroughly check if the new build is ready for
production.

Takeaway: In phased development, testing aligns with stages
like analysis and coding, while Agile and DevOps in continuous
development, test features as they emerge. For the dynamic
nature of IoT systems, Agile or DevOps methodologies are
preferable for their ability to handle rapid changes and complex
integrations.
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5.5. What are testing environments (RQ5)?

We categorized the options for the testing environment, as shown
in Fig. 18.

We identified four environments: development, testing, staging, and
production environment.

Development Environment (DE). DE is the environment where the
system is developed.

Testing Environment (TE). TE is the environment where the testers
ensure the quality of the system, open bugs, and review bug fixes.
Staging Environment (SE). SE is a closely replicated version of a pro-
duction environment designed for system testing purposes. It serves
as a platform to evaluate source code, builds, and updates to ensure
their quality and functionality under conditions closely resembling
those of the production environment.

Production Environment (PE). PE is the environment where the latest
versions of a system or updates are pushed live to the intended users.

Takeaway: Four key test environments (i.e., development,
testing, staging, and production) serve distinct purposes from
system development to live deployment. For IoT systems, the
staging environment is preferred as it mirrors the production
environment, allowing for thorough testing under real-world
conditions before deployment.

5.6. What are testing approaches (RQ6)?

We identified testing levels, testing types, testing techniques, au-
tomation, and scripting levels, as shown in Fig. 19. We explain each
category in this section based on ISO-29119 standards (ISO Standards,
2021).

« Testing Levels. There are six testing levels: unit, integration, system,
acceptance, regression, and patch testing (Tan and Cheng, 2018).
Unit testing checks individual IoT system components separately.
Integration testing gradually tests larger subsystems as they integrate
into the whole system (Firesmith, 2014). System testing examines
the entire system, not just individual components. Acceptance testing
(see Section 5.1). Regression testing verifies code changes have not
introduced new defects (Firesmith, 2014).

Testing Types. We identified several types of testing named after their
test objectives. The definitions for these testing types are provided in
Section 5.1.
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« Testing Techniques. Technique-based testing focuses on techniques used
to assess the system functionality and quality to determine if it meets
the specified requirements.

— Black-Box Testing. Any testing with no knowledge of the internal
structure or code of the component or system (Firesmith, 2014).
This testing is restricted to the externally visible behavior and char-
acteristics of the item being tested. Combinatorial testing is a testing
method that uses multiple combinations of input parameters to
perform testing (ISO, 2022). Decision-table testing is a specification-
based test design technique based on exercising decision rules in
a decision table (ISO, 2022). Scenario testing is a testing technique
that uses scenarios, i.e. speculative stories, to help the tester assess
a test system. User interface (UI) navigation testing is a testing
technique that focuses on verifying the navigation flow and UI
elements of a SUT. State-based testing evaluates the behavior of the
system based on different states. Boundary-value testing is a testing
technique in which TCs are selected just inside, on, and just outside
each boundary of an equivalence class of potential TCs (Firesmith,
2014). Equivalence class testing divides the set of test inputs into
different equivalence data classes.

— White-Box Testing. White-box testing is based on an analysis of the
internal structure and the code of a component or system under
test (Firesmith, 2014). Control flow testing such as branch coverage,
path coverage, condition coverage, loop coverage, and modified con-
dition/decision coverage (MC/DC), focuses on the execution order
of statements to develop the TCs. Branch coverage ensures that
each branch is executed, thus ensuring that all reachable code is
executed. Path coverage ensures that all possible paths are tested.
Condition coverage focuses on the execution of different conditions
independently of each other. Loop coverage focuses on the validity
of the loop constructs. MC/DC ensures that each condition inde-
pendently affects the decision outcome (i.e., ensuring that every
condition within a decision determines all possible outcomes of that
decision). Data flow testing focuses on variables and their values
across the different components of a system.

— Patterns-based Testing. Testing patterns are recurring, proven ap-
proaches or strategies used to design and execute effective TCs.
Those patterns include periodic readings testing that evaluates sys-
tem behavior during regular intervals. Triggered Readings Testing fo-
cuses on system behavior triggered by specific events. Alerts testing
that verifies the generation and handling of system alerts. Actions
testing that tests the actions or responses initiated by the system.
Actuators testing that ensures proper functioning of actuators.

— Experience-based Testing. Experience-based testing is a testing tech-
nique solely based on the experience of the tester. Those include
bug hunt testing, a structured search for defects in the absence of
formal TCs. Error guessing testing, using testers’ experience to guess
the potential error-prone areas of the system. Exploratory testing,
experience-based testing in which the testers simultaneously design
and execute tests based on the tester’s existing relevant knowledge,
prior exploration of the test item (ISO, 2022).

- Random Testing. Testing techniques that are based on generating
random inputs and TCs. Those include fuzz testing and monkey
testing. Fuzz testing is an approach in which random inputs, called
fuzz, are used to cause the system to fail (ISO, 2022; Firesmith,
2014). Monkey testing is a method that applies random inputs to a
system, aiming to crash it, without predefined TCs.

- [R1C2] Verification and Validation (V&V). Verification is the process
of evaluating the product or system to ensure that it meets the
specified requirements (i.e., building the product right) (Firesmith,
2014). Verification can be performed in many ways (e.g., demon-
stration, inspection, review, and testing). Validation is the process of
evaluating the product or system to ensure that it meets the user’s
needs and expectations (i.e., building the right product) (Fire-
smith, 2014). Validation can be performed using many techniques
(e.g., review and workshop). Static testing is the evaluation of a
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Fig. 19. [R2C4] Testing approaches.

test item where no execution of the code takes place. Static testing
can be performed by manual examination of documents or code
(e.g., review, by automated code analysis tools (e.g., static analysis),
and by verification of system models or specifications (e.g., model
verification). Dynamic testing involves executing code and running
TCs. Demonstration methods focus on showcasing system function-
alities. It includes prototyping (i.e., building a simplified version of
the system), mock-up (i.e., a non-functional representation of the
user interface), and user trials (i.e., involving end-users in testing).
V&V Analysis is an analysis technique for formal verification of
the system models (i.e., model checking) or creating simulations to
assess the system behavior (i.e., simulation).

— Model Based Testing (MBT). MBT uses models to generate TCs
systematically and automatically (ISO, 2022).

— Back-to-Back (B2B) Testing. In B2B testing, an alternate system
version is used to produce expected results for comparison with the
same test inputs (ISO, 2022).
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— Keyword-driven Testing. TCs are written using keywords to represent

test actions and data.

— A/B Testing. A/B testing is a statistical method to compare two

systems and find which performs better.

— LLM-Based Techniques. Large Language Models (LLMs) represent

a subset of machine learning models that utilize deep learning
techniques and substantial datasets to generate human-like text.
These models excel in various tasks, including text generation,
question answering, and adapting to diverse scenarios. Recent re-
search highlights an increasing trend in the integration of LLMs into
the testing of various systems, demonstrating their versatility and
effectiveness in automating and enhancing testing processes (Wang
et al., 2024a).

— NLP-Based Techniques. Natural Language Processing (NLP) is a do-
main within artificial intelligence that focuses on analyzing and
interpreting human language. It uses its own rules and statisti-
cal methods for structured tasks such as information extraction



J.B. Minani et al.

and translation. By leveraging explicit linguistic rules and knowl-
edge, NLP systems are designed to parse and understand grammar,
syntax, and semantics. These systems utilize predefined rules to
analyze sentence structure, identify key terms, and interpret the
finer details of language. This enables NLP to discern the meaning
and intent behind words expressed by humans. The application of
NLP techniques in automating testing processes is notable, espe-
cially in converting requirements specified in natural language into
executable tests (Wang et al., 2020; Fischbach et al., 2023).

— Functionality Testing. Any testing intended to verify functionality by
causing the implementation of a system function to fail to identify
defects (Firesmith, 2014).

Automation Levels. TCs can either be run manually by a human

(i.e., manual testing), or they can be executed by a test automation

tool (i.e., automated testing). Semi-automated testing mixes automated

testing and manual testing (ISO, 2022).

Scripting Levels. Scripted testing follows a documented test script (ISO,

2022), adhering to pre-defined TCs and steps. In contrast, unscripted

testing involves no formal preparation, documentation, or test scripts.

Mobility Testing. Evaluate device performance and connectivity while

in motion, simulating real-world use cases where devices are mobile

(e.g., in vehicles, on drones).

Field Testing. Deploy devices in actual use-case scenarios outside the

lab to gather performance data in real-world conditions, assessing

connectivity, power consumption, and sensor accuracy.

Over-the-Air (OTA) Update Testing. This type of testing focuses on

evaluating the process of remotely updating the device firmware,

ensuring successful updates, and handling failures.

Real-world Environment Simulation. This is a strategy used to create

test environments that mimic real-world conditions to evaluate how

IoT devices perform under various environmental factors.

The taxonomy lacks some details, especially for dynamic testing
and model-based testing. Although some details could be provided in
other published materials such as ISTQB (Stapp et al., 2024) or in
ISO 29119 standards (ISO Standards, 2021), we included only aspects
that we identified from SLR or that were suggested by practitioners.
Practitioners may consult those materials for more details if required.

F \

Takeaway: This taxonomy covers a wide range of testing ap-
proaches suitable for many types of systems, including specific
approaches unique to IoT systems. For IoT systems, lever-
aging emerging approaches like LLMs could enhance testing
efficiency and effectiveness by automating tasks.

5.7. What are OUT and metrics (RQ7)?

We identified the target item (specific IoT system layer or end-to-
end) and the metrics, as shown in Fig. 20.

Items under test include end-to-end (E2E) scenarios or specific
layers. E2E testing focuses on testing the entire system with all com-
ponents integrated. E2E testing can be performed on the real system.
Testers can also use models to represent the desired behavior of a
system under test (SUT). Items under test can be specific layers such as
device, network, cloud, or application layer. Metrics fall into two cate-
gories: domain-specific and general metrics, with the latter categorized
into three groups: code-level, functional-based, and non-functional-
based metrics as indicated in Fig. 20. For functionally-based metrics,
we classify them into two primary categories: Defect/Bug-based and
Specification-based metrics. Under Defect/Bug-based metrics, we iden-
tified three metrics: the number of bugs or defects detected, the number
of failures or crashes, and the number of code smells. [R2C4] For
Specification-based metrics, we identified the following metrics known
from traditional software systems: the number of requirements covered,
the number of features covered, and the number of test cases that
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passed or failed. However we have added IoT specific metrics such
as: action/operation/command coverage, connection coverage, device
coverage, interaction coverage, protocol coverage, and path coverage.

An action or operation or command refers to a specific task or
function that the system performs. Action coverage is the degree to
which tests exercise the actions or behaviors triggered by commands.
Connection in IoT refers to the methods and technologies used to
establish communication between IoT devices and networks, allow-
ing data exchange between devices, gateways, and cloud platforms.
Connection coverage refers to the degree to which communication
paths between different components in an IoT system are covered by
tests.

IoT devices are physical objects embedded with sensors, software,
and other technologies that enable them to connect and exchange
data over the Internet. Device coverage refers to the extent to which
distinct devices within IoT system are covered by tests.

Interaction refers to the bidirectional or unidirectional exchange of
data, commands, or signals between devices, application layers, or
other system components. Interaction coverage is the degree to which
the data exchange and communication flows between interconnected
IoT components (devices, cloud services, mobile apps, robots, etc.)
are covered by tests.

A path is a specific sequence of actions to achieve a particular goal or
objective within a use case. Path coverage measures how well tests
cover distinct execution paths, including all possible combinations of
decisions and conditions, even if those paths are not explicitly defined
in the use case specification.

A protocol in IoT systems is a set of rules that governs how devices
and components communicate and exchange data. Examples include
MQTT for lightweight communication, HTTP for web-based inter-
actions, WebSocket for real-time communication, and Bluetooth for
short-range connectivity. Protocol Coverage in IoT systems refers to
the extent to which all communication protocols used within the IoT
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system (such as WebSocket, HTTP, COAP, MQTT, etc.) have been
included in tests.

Takeaway: The taxonomy highlights end-to-end (E2E) scenar-
ios for testing the integrated functionality of entire systems,
which may be beneficial for IoT systems due to their inter-
actions across multiple layers, such as device, network, cloud,
and application. Metrics are grouped into domain-specific and
general categories, the latter including code-level, functional,
and non-functional metrics. Functional-level metrics could be
particularly relevant in the context of IoT systems.

6. Empirical evaluation

We conducted the experiments to assess how does taxonomy improve
testing (RQ8). We used two systems as our case studies: “Where Is
My Professor” (WIMP) and “Smart Crop Yield Prediction System”
(SMART-CYPS).

6.1. Selection of participants

[R2C3] The participants involved in the empirical evaluation were
not part of the previous surveys conducted. For each system, 12 mas-
ter’s and Ph.D. students were selected as participants. These students
were carefully chosen based on their affiliation with two specific labs
that had access to the IoT systems used in the evaluation. The first
group of students was from the Ptidej Lab at Concordia University,
Canada, where the WIMP system is developed and maintained. This
affiliation made them ideal candidates for the experiment. While the lab
includes many students, only those with prior experience in developing
or testing IoT systems were selected. Their experience was verified
through an analysis of their LinkedIn profiles. The second group of
students was from the University of Rwanda’s Center of Excellence
for IoT, where one of the authors had access to another IoT system,
SMART-CYPS. Admission to this program requires students to have at
least two years of experience in IoT systems. In summary, these students
were chosen because (1) they had relevant experience in developing or
testing IoT systems, and (2) they had direct access to the respective
systems. The primary focus of the study was to evaluate the breadth
of test coverage in terms of the number of tests created with and
without the taxonomy, rather than the quality of individual tests. The
tests created by the students were not executable. The decision not to
execute these tests on the systems was due to the need to convert them
into executable scripts, which was beyond the scope of the current
study. Our evaluation is solely based on the number of tests and
scenarios covered by each participant.

6.2. Experimentation with WIMP

WIMP Description. WIMP, '3 or “Where Is My Professor” is an IoT-
based system that enables students to track the availability of their
professors in real-time. The main objective of this system is to collect
data from various IoT devices, such as sensors, cameras, and beacons,
to provide an automated response on the professor’s availability by
analyzing the collected data. This system has smart sensors, such as the
WEMO smart plug,'* as well as devices like the Fitbit Watch,'® which
serve the purpose of location tracking and play a pivotal role in the
decision-making process. The core modules of WIMP are the following:

13 https://ptidejteam.github.io/wimp-wiki
14 https://www.belkin.com/products/wemo-smart-home/
15 https://www.fitbit.com/global/en-ca/home
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Table 6
Example of test created by participant.

Operation Target Inputs Expectations
1 ReadData Fitbit heart_rate: 95 bpm
2 SendData Fitbit heart_rate: 95 bpm OK
3 ReceiveData cloudApp heart _rate: 95 bpm DATA_RECEIVED
4 AnalyzeData cloudApp heart_rate: 95 bpm
5 sendCommand cloudApp action: move; distance: 0.2; speed: 0.3 OK
6 ReceiveCommand Robot action: move; distance: 0.2; speed: 0.3 DATA_RECEIVED
7 ExecuteMove Robot distance: 0.2; speed: 0.3 MOVE_COMPLETED
8 SendFeedback Robot status:MOVE_COMPLETED OK
9 ReceiveFeedback cloudApp MOVE_COMPLETED

1. Internal user management module that includes user accounts, pro-
files, permissions, etc.

2. Data collection module for real-time tracking of professor’s avail-
ability and location by continuously collecting data from various IoT
devices.

3. Availability module to provide an automated response about profes-
sor’s availability based on analysis of the data collected from various
IoT devices.

Fig. 21(a) shows the high-level architecture of WIMP. More details
about WIMP can be found online'®

Participants. We conducted an empirical study with 12 participants,
randomly dividing them into two groups: Group 1 (G1) and Group
2 (G2). G2 received a copy of the taxonomy, while G1 did not. We
collected the details of participants as recommended in Dutta et al.
(2023). G1 comprises three male and three female participants, all
holding at least a bachelor’s degree and possessing a minimum of
three years of experience in software engineering. Additionally, two
participants in G1 have prior working experience in IoT systems. G2
comprises two female and four male participants, all holding at least
a bachelor’s degree and having more than three years of working
experience in software engineering. None of the participants in G2 have
prior working experience in IoT systems. We asked each participant to
study and prepare test scenarios (TSs) and Test Cases (TCs) for the three
modules mentioned above, with each participant given 2 h maximum.
Results. Table 7 shows the number of TSs and TCs identified by each
participant. We observed that the group that used the taxonomy identi-
fied more TSs and TCs compared to the group that did not. G1 primarily
focused on functional aspects, while G2 identified more non-functional
aspects such as connectivity, security, performance, and compatibility
on top of functional aspects. [R2C4] Table 6 shows an example of a
test created by one participant for functional testing based on modified
template provided by Wang et al. (2020)

[R2C3] Our empirical results show that the taxonomy can guide
testers with no prior experience in testing IoT systems by helping
them understand the various dimensions of testing in IoT systems, thus
creating more tests than the testers without taxonomy.

6.3. Experimentation with SMART-CYPS

SMART-CYPS Description. SMART-CYPS is an intelligent system
powered by the Internet of Things and Machine Learning, specifically
designed for crop yield prediction to enhance food security. The pri-
mary objective of SMART-CYPS is to tackle the challenges arising from
climate change in agriculture and food security through the integration
of IoT and machine learning technologies. This system collects real-
time weather and soil humidity data from farms, using an architecture
that includes IoT devices, a backend layer, and data processing for
prediction and weather forecasting. A central component of SMART-
CYPS is its dashboard, which dynamically visualizes critical agricultural
parameters. An embedded machine learning model within the system

16 https://ptidejteam.github.io/wimp-wiki/docs/architecture
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Fig. 21. IoT systems used in the case study.

Table 7 Table 8

Empirical evaluation results for WIMP. Empirical evaluation results for SMART-CYPS.
G1 G2 G1 G2
Tester TSs TCs AC Tester TSs TCs AC Tester TSs TCs AC Tester TSs TCs AC
T1 6 33 3 T7 18 48 9 T1 16 28 2 T7 28 43 13
T2 5 10 2 T8 11 32 8 T2 18 42 6 T8 22 68 20
T3 8 34 1 T9 19 61 10 T3 4 15 2 T9 19 47 11
T4 6 11 1 T10 22 40 8 T4 8 11 2 T10 22 51 12
TS5 7 14 4 T11 10 41 4 TS5 10 48 9 T11 25 53 9
T6 9 34 1 T12 11 43 7 T6 13 36 4 T12 29 48 14
Sum 41 136 12 Sum 91 265 46 Sum 69 180 25 Sum 145 310 79
IoTS - 10 1 IoTS - 43 4 IoTS - 6 3 IoTS - 18 5
Mean 7 23 2 Mean 15 44 8 Mean 12 30 4 Mean 24 52 13
STD 1.34 11.07 1.15 STD 4.67 8.90 1.89 STD 4.75 13.50 2.61 STD 3.53 7.95 3.44

% TS: Test Scenarios; TCs: Test Cases; AC: Aspects Covered; STD: Standard
Deviation; IoTS: IoT Specificity.

provides harvest predictions based on current sensor data. Fig. 21(b)
shows the high-level architecture of SMART-CYPS.

Participants. We invited 12 participants and tasked them to exper-
iment on SMART-CYPS. 8 (66.7%) were master students in the IoT
program, and 4 (33.3%) were final-year students majoring in software
engineering with a focus on IoT. 7 (58.3%) were female, while 5
(41.7%) were male. 6 (50%) had between 3 and 5 years of experience
in SE. 2 (16.7%) had more than 5 years of experience in SE, while
4 (33.3%) had less than 3 years of experience in SE. 8 (66.7%) had
between 1 and 3 years of experience in IoT-related projects. 3 (25%)
had less than a year, while 1 (8.3%) had between 3 and 5 years of
experience in IoT projects. We divided 12 participants randomly into 2
groups of 6 participants each. One group with taxonomy, and the other
without. The group with taxonomy was given 30 min to consult the
taxonomy before the experiment. We asked each member of each group
to conduct the experiment within a maximum of 2 h. Each participant
documented test cases and test scenarios in an Excel file, which was
submitted after 2 h.

Results. We analyzed the results as shown in Table 8. G1 indicates
the group without taxonomy, while G2 represents the group with
taxonomy. The participants with taxonomy created more test cases and
scenarios than the participants with no taxonomy. They also identified
more aspects compared to the group that did not have the taxonomy.

Takeaway: The findings from case studies show that testers
knowledgeable about the taxonomy tend to develop a wider
variety of test cases and scenarios, covering more aspects of
the system, compared to those unaware of the taxonomy.
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% TS: Test Scenarios; TCs: Test Cases; AC: Aspects Covered; STD: Standard
Deviation; IoTS: IoT Specificity.

7. Recommendations

In this section, we provided key recommendations aimed at enhanc-
ing test generation and overall testing processes for IoT systems. Future
research should explore and validate these recommendations to solidify
their effectiveness and adaptability.

1t [R2C6]Comprehensive Test Planning Frameworks for IoT Sys-
tems. From our experiment, we observed that many testers primarily
focus on functionality testing, often overlooking other critical as-
pects. We strongly recommend the development and adoption of a
structured test planning framework to address this limitation. Such
a framework should explicitly prioritize and integrate diverse testing
aspects beyond functionality, including scalability, interoperability,
energy efficiency, protocol coverage, and real-time performance. By
doing so, testers can ensure a more comprehensive evaluation of IoT
systems.

Develop Execution-Target-Aware Test Automation Tools. Testers
often focused on defining test steps, inputs, and expected outputs but
were unable to create executable tests due to the varying execution
targets (i.e., test runners), which use different technologies, pro-
gramming languages, and operating systems (OSs). We recommend
developing automation tools that map high-level test steps to execu-
tion scripts tailored to the target’s OS and programming language.
These tools would enable the execution of generated tests across
diverse IoT environments without requiring testers to have detailed
knowledge of the technologies used in the execution target.
Leveraging LLMs and Al for Test Automation. [R3C5] From both
the surveys conducted and the reviewed papers, we observed that
LLMs and AI are often overlooked in the context of IoT systems
compared to traditional systems. We recommend the use of Large
Language Models (LLMs) to automate essential testing tasks such

—+

—+
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as generating test inputs, test oracles, constraints, test cases, and
test scripts. These models have been effective in traditional soft-
ware systems (Wang et al., 2024a) and could be similarly beneficial
for IoT systems, which often rely on requirements-based test case
derivation. LLMs can reduce manual effort significantly by using
extensive datasets to produce context-aware testing components. Fu-
ture research should focus on tailoring LLMs to address the unique
complexities of IoT systems, assessing their accuracy and efficiency
in real-world scenarios.

1t Applying NLP-Based Techniques for Use Case-Driven Test Case
Generation. [R3C5] Based on the papers reviewed and feedback from
the surveys, the adoption of NLP techniques in testing [oT systems
is very low. Given the limited accessibility of source code in IoT
systems, we recommend using NLP techniques to derive test cases
directly from use case specifications. This approach has been applied
to embedded systems (Fischbach et al.,, 2023; Wang et al., 2020)
and could similarly be considered for IoT systems, where access to
the source code may not be available for black-box testing. Future
research should focus on refining these NLP techniques to improve
their ability to accurately convert structured use case narratives into
executable test scripts for complex systems like IoT systems.

1t End-to-End (E2E) Testing. [R3C5] E2E testing is critical for ensuring
the seamless functionality of IoT systems, encompassing all compo-
nents from sensors to applications. By evaluating interactions and
data flows across the entire system, E2E testing helps to uncover
issues that might not be apparent in isolated testing. Future research
should focus on developing or enhancing existing approaches for vari-
ous aspects of E2E testing in a real environment, enhancing the ability
to identify and resolve issues across the IoT system. This recommen-
dation is based on insights gathered during our study, particularly
on testing objectives. Many participants emphasized the importance
of focusing on E2E scenario testing, for both functional and non-
functional related aspects. Functional requirement-based E2E testing
includes commonly known approaches like acceptance testing, allow-
ing users to verify that the developed system meets their needs and
expectations, ensuring readiness for deployment. E2E testing is also
applicable to non-functional aspects such as performance, security,
usability, and scalability. Testing individual layers alone may not
require a new approach or tool. From our findings, we identified
some tools and approaches for embedded systems. These can be
used for testing various devices at the device layer. Likewise, we
identified approaches and tools for testing web-based, mobile, or
desktop applications, and these can be used for testing the appli-
cation layer. We observed limited approaches and tools for testing
the entire system, referred to as E2E. Existing E2E approaches focus
on specific aspects, and they are limited in scope. Bosmans et al.
(2019) proposed a hybrid simulation-based testing approach focusing
on interactions of IoT system entities. However, testing in a real
environment is desirable because IoT systems may misbehave in a
real environment while behaving well in a simulated one. Clerissi
et al. (2018) proposed an approach based on the behavior of the
SUT, such as a state machine diagram. However, for complex IoT
systems, producing such a behavioral model may not be feasible or
detailed enough for automation of IoT system testing. Kim et al.
(2018) proposed an IoT testing framework focusing on conformance
and interoperability. However, there are several other aspects that
are not yet explored from an E2E perspective. While emphasizing that
E2E testing is crucial for ensuring the comprehensive functionality of
IoT systems, it is equally important not to overlook testing individual
layers or the interactions between layers. For practitioners aiming to
implement E2E testing effectively, we propose a three-step approach,
as illustrated in Fig. 22.

# Step 1: Testing Each Layer Separately. This step focuses on evalu-
ating each IoT system layer individually. Testing recommendations
include both functional and non-functional tests, tailored to the
specific layer:
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*

Device Layer: Functional testing verifies device functions such
as sensing, processing, and actuating (e.g., sensor accuracy, ac-
tuator response, and communication protocols). Non-functional
testing checks performance, security, reliability, and battery life.
Gateway Layer: Functional testing focuses on data processing
tasks like filtering, aggregation, and transmission. Non-functional
testing addresses reliability, scalability, and network perfor-
mance.

Cloud Layer: Functional testing includes data processing and
storage validation, while non-functional testing assesses aspects
like availability, failover, scalability, and security.

Application Layer: Functional testing ensures user interfaces and
functionalities meet requirements, while non-functional testing
targets user experience (UX), security, and performance.

*

*

*

# Step 2: Testing Interfaces Between Layers. This step ensures
seamless integration between IoT layers:
x Device-Gateway Interface: Tests reliability of data transmission
between IoT devices and gateways.
x Gateway-Cloud Interface: Validates data aggregation, filtering,
and transmission from the gateway to the cloud.
x Cloud-Application Interface: Verifies the functionality of APIs for
retrieving IoT data and sending commands.
# Step 3: Testing the Entire System. The final step involves system

integration testing, ensuring the end-to-end flow of the entire IoT
system. This is analogous to user acceptance testing in traditional
software, evaluating whether the system meets user specifications.
For example, in a smart home scenario, pressing a button on the
mobile app should trigger a seamless actuation process, such as
unlocking a door via a connected actuator.

t Generalizing IoT Testing Taxonomy for other Systems. [R3C5]
Using the taxonomy, the participants created numerous tests that
are also applicable to traditional systems. This IoT system testing
taxonomy can be adapted to other systems, such as web applica-
tions, desktop applications, mobile applications, embedded systems,
and more, by omitting IoT-specific components, providing a flexible
framework for diverse systems.

8. Discussions

In this section, we discuss some observations and practical implica-
tions of this taxonomy for both practitioners and researchers.

8.1. Alignment of testing objectives and testing types

[R1C3] The link between testing objectives and testing types is
a critical aspect of understanding their alignment. Fig. 14 defines
the goals that testing seeks to achieve, while testing types, shown in
Fig. 19, represent the diverse methods used to accomplish these goals.
The overlap between these elements is both expected and intentional.
Fig. 14 highlights the most commonly reported objectives identified
through literature and surveys. Similarly, the testing types encompass
a broader range, including not only tests explicitly targeting these
objectives but also other forms of testing reported in the literature
and surveys, regardless of whether they directly align with specific
objectives.

8.2. Practitioners feedback

We created an initial taxonomy based on PSs and refined it through
collaboration with industry experts to address the practical needs of
IoT systems testing. This collaborative effort ensures that the taxon-
omy not only encompasses theoretical concepts from academia but
also incorporates real-world insights and challenges faced by industry
practitioners.
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8.3. Experimental insights

[R2C6] The experiment provided valuable insights into testing IoT
systems on two different platforms. Testers predominantly focused
on functionality, device connectivity, and data transmission, possibly
because they undervalued other aspects or were accustomed to pri-
oritizing functionality, device connectivity, and data transmission in
their testing practices. Additionally, testers struggled to create exe-
cutable tests due to varying execution targets that required knowledge
of different technologies and programming languages. Instead, they
concentrated on defining test steps, specifying inputs, expected outputs,
and execution targets. This approach is reasonable given their limited
knowledge of execution targets (i.e., test runners). Interestingly, some
testers without access to the taxonomy performed well, likely due to
their prior experience and the time dedicated to the experiment. How-
ever, the taxonomy proved particularly beneficial for testers with no
prior experience, offering them a structured framework and a broader
range of testing options. This suggests that using the taxonomy can
significantly enhance testing outcomes, especially for novice testers.

8.4. Navigating the taxonomy for effective testing

[R3C1] The proposed taxonomy provides a structured, seven-step
navigation map (Fig. 8) to guide testers in planning and executing com-
prehensive testing. The process begins with defining testing objectives
(reason for testing) and identifying the object under test, which may
range from individual layers (e.g., devices, networks) to end-to-end
system evaluations. Testers then select appropriate testing approaches,
including types (e.g., security, performance), levels (e.g., unit, integra-
tion), or techniques (e.g., random, model-based, black-box/white-box).
Subsequent steps involve setting up the testing environment, defining
testing stages (e.g., phase-based testing or continuous testing), spec-
ifying testing artifacts (e.g., bug reports, test reports), and choosing
tools for test instrumentation. The final step assigns testers with the
necessary expertise to ensure success. Fig. 9 exemplifies how testers
can tailor their testing plan, highlighting mandatory aspects such as
objectives, artifacts, testers, stages, approaches, objects under test, and
environments. Optional considerations like scripting levels, automa-
tion, and tools depend on the testing automation-level. For example, if
testing is to be done manually, these may be unnecessary. We believe
that this taxonomy can serve as a valuable resource for creating a
complete IoT and traditional systems testing framework. To ensure
accessibility, we will make this guide publicly available, helping prac-
titioners not only understand the taxonomy but also effectively apply
it.
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8.5. Continuous relevance and adaptability

[R2C8] To ensure the taxonomy remains comprehensive and up-
to-date, we began with a systematic review of studies published up
to 2022, complemented by insights gathered through industry collab-
oration via surveys to validate and enrich the taxonomy. Recognizing
the importance of incorporating the latest advancements, we extended
our review at the time of submission by conducting an updated search
for studies published between 2022 and November 2024, applying the
same inclusion and exclusion criteria. This process identified a few
new studies (i.e., Tewari et al. (2024), Pietrantuono et al. (2023),
Jean Baptiste et al. (2024a)) not included in our initial review, from
which additional testing aspects such as user attitude testing or re-
silience testing were extracted to refine the taxonomy where necessary.
Furthermore, we will continue to review the literature and gather
feedback from industry practitioners to regularly update the taxonomy
and incorporate emerging aspects of [oT testing.

8.6. Fragmented IoT system testing aspects

Existing studies, including Tan and Cheng (2018), Medhat et al.
(2019) and Kiran Bhagnani (2014), Firesmith (2015), provided a tax-
onomy focusing solely on testing types. Notably, study (Makhshari and
Mesbah, 2021a) focused on bug taxonomy within IoT systems. [R1C4]
To the best of our knowledge, no IoT system testing taxonomy existed
before our work. Our proposed taxonomy is the first of its kind and
is also adaptable for traditional software testing. This contribution not
only fills a significant gap in the literature but also lays a foundation
for future research in IoT system testing. Furthermore, our taxonomy’s
adaptability for traditional software testing extends its utility beyond
the IoT domain, making it a valuable resource for researchers and
practitioners across different domains of software engineering.

8.7. Implication for practitioners

We provided the guide for testing IoT systems and methodology for
End-to-End testing to practitioners.

8.7.1. Guidance for testing IoT systems

We observed that many studies often use some terms interchange-
ably to denote distinct concepts, potentially leading to confusion among
testers. We proposed some definitions to clarify those concepts for
better understanding. Yet, the taxonomy may not be exhaustive enough
to guide the testers; it offers valuable guidance for novice practition-
ers embarking on their IoT system testing endeavors. By providing
clear definitions and categorizations, this taxonomy serves as a foun-
dational tool for establishing a common language within the testing
community, fostering clearer communication and reducing ambigu-
ity in IoT testing practices. Additionally, it lays the groundwork for
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further research and refinement, enabling ongoing improvements in
testing methodologies and techniques tailored to the unique challenges
of IoT environments. We made this taxonomy available online!” for
practitioners and researchers who may want to refer to it.

8.7.2. Revolutionizing testing with LLM

Recent advancements in large language models (LLMs) have opened
new avenues for automating various tasks in testing traditional systems.
While it is unclear whether any studies have specifically focused on
automating testing aspects within IoT systems, we believe that IoT
system practitioners can equally benefit from using LLMs to automate
many testing tasks. Fig. 23 summarizes some testing artifacts that
can be automated using LLMs, as adopted from Wang et al. (2024b),
Boukhlif et al. (2024), Yu et al. (2023), Hassan et al. (2024), Schifer
et al. (2024), Wang et al. (2024a), where LLMs have been studied for
their potential to enhance test automation.

8.8. Implication for researchers

A promising avenue for future research involves investigating the
integration of large language models (LLMs) and artificial intelligence
(AI) to enhance the automation of testing processes within IoT systems,
potentially advancing IoT system test automation to the next level.

9. Threats to validity

[R2C5] There are threats to the validity of this study, the taxonomy,
and its evaluation.

Construct Validity. The primary threat to construct validity lies in
the limited scope of systems used for evaluation. The systems were
relatively small, with few use cases, and testers not allowed to execute
their tests on real systems. Instead, they described tests by specifying
the action to be tested, the execution target (i.e., the node where
the test will be executed), the inputs, and the expected outputs. Ad-
ditionally, the focus of the evaluation was on the breadth of testing
aspects covered, not the quality of the generated tests. These constraints

17 https://www.ptidej.net/Members/minanijb/Taxonomy/index.html
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were necessary due to the challenges of accessing large, real-world
IoT systems, but they may have influenced our findings. Additionally,
focusing on the breadth of testing, such as the number of aspects
covered or the total number of tests created, is acceptable since the
main purpose was to evaluate how the taxonomy helps discover more
tests rather than assessing their quality. Another potential threat is bias
in selecting survey participants, particularly their level of expertise and
willingness to participate. To mitigate this, we involved professionals
with experience in IoT system development or testing, verified through
LinkedIn profile analysis. Subjectivity in responses to our survey can
be another threat to the validity. Participants interpreted and assessed
criteria (e.g., completeness, coverage, and usefulness) based on their
understanding and experience in testing. Despite this concern, we
accepted this threat given the number of participants involved. Lastly,
we omitted security testing-related studies to manage the scope and
complexity of our initial taxonomy, as security is a vast and intricate
domain that would have significantly increased its length and complex-
ity. To address this limitation, we incorporated security aspects based
on survey feedback and referenced existing taxonomies on security
testing as complementary to our work.

Internal Validity. Several factors could affect the internal validity
of this study. Bias in the selection and grouping of testers is a po-
tential threat, as differences in commitment, prior experience, and
behavior could influence the results. Testers with more experience or
time might generate more comprehensive tests even without using the
taxonomy. However, our focus was on overall findings rather than
individual differences, reflecting the diversity of skills and experience
levels common in IoT system testing. Another potential threat is the
omission of relevant IoT-specific testing aspects from the latest studies.
To address this, we developed the taxonomy from a practitioner’s per-
spective through two surveys and incorporated new aspects identified
in recently published studies. The taxonomy remains a living artifact,
evolving as new IoT testing aspects, tools, and insights emerge. A fur-
ther threat is the use of small-scale systems in the evaluation, dictated
by the unavailability of large, open-source IoT systems. Additionally,
testers with varying levels of understanding and commitment may have
influenced the results. Despite these limitations, the overall evaluation
of our experiments showed that testers using the taxonomy identified
more diverse testing aspects than those without it. Future research
will address these limitations by evaluating larger and more complex
systems and involving a larger group of testers.

External Validity. The generalizability of the taxonomy is limited
by the size and nature of the systems evaluated, as the study did
not include large, complex real-world IoT systems due to accessibility
challenges. While the results demonstrate that the taxonomy can help
identify more testing aspects, further validation is needed to assess its
impact in larger-scale and more diverse contexts with additional testers.
Broader evaluations using industry-scale systems are recommended for
future research.

Conclusion Validity. This study focuses on the coverage of testing
aspects rather than the quality of the generated tests. A potential
limitation is the reliance on the number of tests created as a primary
metric. Despite these constraints, the findings provide valuable insights
into the role of the taxonomy in identifying diverse testing aspects.

10. Conclusion and future work

This study introduced a novel IoT-specific testing taxonomy, which
was developed from an analysis of 83 primary studies and refined
through feedback from 220 industry practitioners. Our taxonomy cat-
egorizes seven crucial aspects of [oT systems testing: objectives, tools,
testers, stages, environments, objects under test, and approaches. The
empirical evaluation of this taxonomy involved 24 testers across two
IoT systems (WIMP and SMART-CYPS) as a case study, demonstrating
that those equipped with the taxonomy could more effectively identify
diverse test cases and scenarios. To facilitate its practical application,
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we provided guidelines on how to use the taxonomy and made it
available online for unrestricted access. Future work will focus on
enhancing the taxonomy by incorporating new aspects and details as
identified. We also plan to translate the taxonomy into Japanese and
distribute it to Japanese professionals involved in testing IoT systems,
further broadening its applicability and impact.

11. Replication package and useful links

The replication packages, published taxonomy, and GitHub reposi-
tory of this taxonomy can be accessed online.

1. Ptidej Team website

+ On Ptidej website: https://www.ptidej.net/downloads/replication
s/jss24a/
+ On Zenodo website: https://zenodo.org/records/14515044

2. Published taxonomy

« Taxonomy on GitHub'®
» Taxonomy on Ptidej website: https://www.ptidej.net/Members/
minanijb/Taxonomy/index.html
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