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ABSTRACT Utilizing frame-compatible (FC) formats for packing stereoscopic videos often comes with
challenges, as they require higher transmission bandwidth and larger memory buffers on the decoder
compared to single-view videos. When it comes to stereoscopic 360◦ videos, as the primary content
consumed by virtual reality (VR) applications, these requirements become even more challenging since
they ask for ultra-high-resolution formats with high frame rates (e.g., 6K, 8K, or 12K at 100 frames per
second). To address these challenges, sub-sampled versions of the left and right views are usually used
to form the spatial FC format, leading to a loss of visual quality. In this paper, we propose an efficient
region-wise packing method for equirectangular projection (ERP) videos with minimum information loss
by exploiting the uneven sampling characteristic of ERP. Moreover, we propose a content-adaptive (CA)
packingmethod for ERP videos, where the sizes of partitions, eachwith a particular horizontal downsampling
factor, are adaptively determined based on spatial complexity. We then utilize a low-complexity frequency-
domain approach to estimate the optimal partition sizes of the CA packing. We use these proposed methods
to determine the optimal packing of the stereoscopic ERP videos in the FC format. Experimental results,
using the VVenC Versatile Video Coding (VVC) encoder, show that compared with the standard side-by-
side (SbS) format, with uniform horizontal half-downsampling (UHHDS), the proposed CA packing method
provides an average 13.84% and 12.02% Bjøntegaard-Delta bitrate (BD-BR) reduction for Random Access
(RA) and Low Delay B (LDB) configurations, respectively, with an average encoding time comparable to
SbS. In addition, when the performance is measured based on user attention probability, using the Laplacian
Distribution model, the coding performance of our proposed packing methods outperforms the state-of-the-
art packing method with significantly lower computational complexity.

INDEX TERMS Region-wise packing, frame-compatible formats, stereoscopic 360◦ video, equirectangular
projection, downsampling, discrete Fourier transform.

I. INTRODUCTION23

Compression techniques for 3D videos have consistently24

been part of video coding standards. The multiview extension25

The associate editor coordinating the review of this manuscript and

approving it for publication was Jiachen Yang .

of High Efficiency Video Coding (HEVC) [1], MV- 26

HEVC [2], enables 3D video encoding. Similarly, in the 27

Versatile Video Coding (VVC) [3], the multi-layer profile 28

enables 3D (multi-view) video coding [4]. Recently, the 29

MPEG Immersive Video (MIV) coding standard [5] added 30

support for immersive content captured by multiple cameras 31

122132

 2025 The Authors. This work is licensed under a Creative Commons Attribution 4.0 License.

For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 13, 2025

https://orcid.org/0009-0009-8616-7920
https://orcid.org/0000-0003-4495-3906
https://orcid.org/0000-0003-2161-8507
https://orcid.org/0000-0003-2558-552X


H. Pejman et al.: Efficient Region-Wise Packing of Stereoscopic ERP Videos

with six degrees of freedom (6DoF). Stereoscopic videos,32

as the simplest type of 3D video, can be encoded with33

the above-mentioned tools. However, there are limitations34

to these approaches for encoding stereoscopic videos,35

primarily the incompatibility of multi-view coding tools with36

most existing single-view video coding and transmission37

systems [6]. Another approach to encoding stereoscopic38

content is using frame-compatible (FC) formats [7]. In spatial39

FC formats, two views are packed into a single view by40

arranging them spatially, e.g., side-by-side (SbS), top-bottom41

(TB), or by dividing them into tiles (tile format) [7]. The42

main advantage of FC formats is full compatibility with43

existing codecs and delivery systems used for single-view44

videos [7]. However, this results in doubling the pixel count45

of the packed frame. Because of the limitations of existing46

video transmission systems in terms of bandwidth and limited47

resources on the display (user) side [8], such as the limited48

size of on-chip memory buffers on hardware decoders [9],49

the spatial resolution of videos in the spatial FC format50

is often reduced, resulting in degraded visual quality. This51

is particularly relevant for stereoscopic 360◦ applications52

usually dealing with ultra-high-resolution [10] and high53

frame-rate [11] content (e.g., 12K with 100 frames per54

second) requiring bandwidths of up to hundreds of megabits55

per second [10]. Solving this problem is important because56

stereoscopic 360◦ video is the preferred choice for producing57

content for virtual reality (VR) headsets. It offers a more58

realistic and immersive experience compared to monoscopic59

360◦ video, due to its ability to provide depth perception. The60

VR technology is widely used in various medical [12], [13],61

training [14], [15], and entertainment [16], [17] applications,62

highlighting the importance of efficiently coding stereoscopic63

360◦ videos as the primary content consumed by the VR64

applications.65

In this paper, we focus on the equirectangular projection66

(ERP) format, because it is the most widely used projection67

format for 360◦ videos [18] and one of the two projec-68

tion formats supported by Omnidirectional MediA Format69

(OMAF) [19]. It maps the 3D sphere to the 2D plane70

with uneven sampling density across latitudes, since all the71

sphere’s circumferences are mapped to the same number72

of pixels [20]. As a result, uniform half-downsampling73

used for SbS and TB formats causes higher information74

loss (distortion) at the center (equator) of the frame where75

sampling density is the lowest, compared to the top and76

bottom (poles) where sampling density is the highest [18].77

This suggests that the polar regions can be downsampled78

more aggressively without causing significant distortions.79

Moreover, because the horizontal borders of ERP videos80

wrap around, carefully packing views into the FC frame81

can potentially reduce discontinuity artifacts caused by82

packing.83

In our previous work [21], by taking these ERP’s84

characteristics into account, we proposed a low-complexity85

region-dependent downsampling packing (RDDP) method86

for stereoscopic ERP, using horizontal downsampling. In this87

paper, we refer to it as the Half Sampling Ratio Region- 88

Wise Packing (HSR-RWP) method to highlight that it is a 89

region-wise packing with a sampling ratio (SR) of 0.5. The 90

term SR in this paper refers to the ratio of the number of pixels 91

after resampling of the video, Prs, to the number of pixels in 92

the original video, Porg: 93

SR =
Prs
Porg

(1) 94

The HSR-RWP method efficiently reduces ERP’s pixel 95

redundancy while preserving the quality of the central areas, 96

where human attention is the highest [22], [23]. It is tailored 97

for packing stereoscopic ERP with SR = 0.5 (similar to 98

SbS format with uniform half downsampling) to guarantee 99

compatibility with video coding and transmission systems 100

designed for single-view videos and can be considered as a 101

type of OMAF region-wise packing format [24]. 102

In this paper, we extend our previous work and propose 103

a generalized, efficient region-wise packing for ERP frames 104

based on the uneven sampling density of ERP’s rows. 105

It adopts the general approach used in the HSR-RWPmethod, 106

which involves aggressively downsampling polar regions 107

(top and bottom of the ERP frame) and preserving the 108

original resolution in the central area of the ERP frame, 109

as the regions with the highest user attention (equator 110

bias) [22], [23]. However, in contrast to the HSR-RWP 111

method, this approach can be employed to determine the 112

optimized packing for an arbitrary SR. Moreover, we present 113

a content-adaptive packing method, in which the height of 114

partitions (with different horizontal downsampling factors) 115

can be adaptively adjusted according to the spatial complexity 116

of the ERP content. The main contributions of this paper can 117

be summarized as follows: 118

• We propose a generalized, efficient region-wise packing 119

method for ERP frames. It can be optimized based on the 120

uneven sampling density of ERP’s rows, determining the 121

optimal size of regions for a desired SR. It is independent 122

of the packing layout. 123

• We propose a content-adaptive packing method. The 124

size of partitions in the packing method is adaptively 125

adjusted according to the spatial complexity of the 126

frame’s rows. Moreover, we introduce a low-complexity 127

approach in the frequency domain to estimate the 128

optimal size of partitions. 129

• We use a special partition flipping in the layout of 130

the proposed stereoscopic packing methods to alleviate 131

seam artifacts [25] caused by vertical discontinuity 132

borders. This technique also reduces the number of pixel 133

rows needed for padding. 134

The remainder of this paper is organized as follows. 135

Section II briefly reviews previous works related to 136

stereoscopic and ERP frame packing methods. Section III 137

describes the proposed methods. Section IV presents the 138

experimental results. Finally, Section V concludes the 139

paper. 140

VOLUME 13, 2025 122133



H. Pejman et al.: Efficient Region-Wise Packing of Stereoscopic ERP Videos

II. RELATED WORK141

In this section, we first review prior studies in the literature142

related to the FC format and stereoscopic packing methods.143

Then, we briefly review the HSR-RWP method introduced in144

our previous work [21].145

A. REVIEW OF VIDEO PACKING METHODS146

Prior research on stereoscopic FC formats has focused on147

non-360◦ videos [26], [27], [28]. Consequently, the unique148

characteristics of ERP videos, such as uneven sampling149

density or being horizontally borderless, were not considered150

in these approaches. The primary goal of these studies was151

to maintain the visual information of downsampled views152

by employing various techniques, such as incorporating153

FC formats with enhancement layers in multi-view coding154

(MVC) [27], or new interpolation methods using disparity155

information between views or temporal correlations between156

frames of individual views [28].157

Regarding monoscopic 360◦ videos, improving the coding158

efficiency of 360◦ videos by taking the uneven sampling159

density characteristics of ERP into account has been a160

topic of interest in previous studies [20], [29], [30], [31].161

This is usually done by applying different downsampling162

factors to different regions of the ERP frame. For instance,163

this is performed in [29], where the number of tiles164

(downsampled regions) and their sizes are optimized based165

on bit allocation and sample count constraints for each166

tile. However, solving this optimization problem requires167

encoding tiles with different quantization parameters (QPs),168

which adds significant computational complexity. In [20], the169

authors found that the user attention for areas with an absolute170

latitude greater than π
3 was considerably lower compared to171

other regions. Accordingly, they proposed a packing method172

in which these areas in ERP are horizontally downsampled by173

a factor of 2, while the remaining range of latitudes retains the174

original size of the ERP video. In [30], the authors proposed175

a packing scheme in which the polar regions of ERP are176

mapped to nested polygonal shapes with a sampling density177

similar to the equator of the sphere. A drawback of this178

representation is that the process of nested chain packing is179

computationally complex.180

In [31], a tile-based segmentation method for ERP was181

proposed in which polar tiles can be mapped either to a182

circular or a square shape. The coding performance of this183

method for the all-intra mode is better than ERP. However,184

this method is better characterized as a projection format185

rather than a packing method, as it involves operations186

more complex than simple downsampling, particularly for187

mapping polar regions to circular shapes. Although most188

of the proposed methods for monoscopic 360◦ videos can189

be adapted for packing stereoscopic 360◦ videos with FC190

formats, they are usually computationally complex, as they191

typically require intricate remapping of some regions or an192

optimization process for packing.193

In [32], two region-wise mixed-resolution packing 194

schemes for 6K and 8K ERP contents are proposed to stream 195

them as 4K content. They are specifically designed for 196

applications limited to a maximum video decoding resolution 197

of 4K. To generate the bitstream of these packing methods, 198

three versions of the source content at different resolutions 199

must be encoded and stored on the server side. Additionally, 200

packing 8K ERP sources involves a temporal interleaving 201

operation and requires twice the frame rate of the source 202

content, imposing extra complexity on the decoder. In [33] 203

and [34], a spatially adaptive QP adjustment method was 204

proposed to mitigate the negative impact of uneven sampling 205

density in ERP on coding efficiency. This method adjusts 206

the QP at the Coding Tree Unit (CTU) level based on the 207

latitude of the block. Similarly, [35] proposed an adaptive QP 208

approach considering both the content complexity and the 209

latitude of CTU. Although using adaptive QP improves the 210

coding efficiency of ERP, it does not change the resolution. 211

Therefore, applying this method to stereoscopic ERP video 212

cannot address the limitations of memory buffers on the 213

decoder. 214

B. OVERVIEW OF THE HSR-RWP METHOD 215

In our previous work [21], we observed that for ERP videos 216

the amount of distortion caused by horizontal downsampling 217

was significantly lower than that caused by vertical down- 218

sampling, while for conventional 2D videos downsampling in 219

either direction causes similar distortions. This implies that 220

horizontal downsampling is a better choice when the ERP 221

video needs to be resized to a lower resolution. We thus 222

proposed a region-adaptive downsampling method, called 223

HSR-RWP, based on horizontal downsampling for each view 224

of the stereoscopic ERP. As shown in Fig. 1 in the proposed 225

HSR-RWP method we have 226

• N rows of pixels at the top and bottom (poles) are 227

downsampled by a factor of 4 (red region in Fig. 1). 228

• N rows of pixels at the center (equator) are packed 229

without downsampling (green region in Fig. 1). 230

• The remaining pixel rows between the poles and 231

center regions (middle-top and middle-bottom regions, 232

represented in orange in Fig. 1) are downsampled by a 233

factor of 2. 234

Indeed, the HSR-RWP method is achieved by modifying 235

the uniform horizontal half-downsampling (UHHDS) used 236

in SbS format where downsampling factors of the center 237

and polar regions are changed to 1 and 4, respectively. 238

In the end, all regions of the left and right views (shown in 239

Fig. 1) are packed as illustrated in Fig. 2. The conditions 240

regarding downsampling factors and the size (height) of 241

different regions in Fig. 1 can be defined using the constraints 242

below: 243

SP = 4, SM = 2 244

hc = hp = N , hm = (H − 3N )/2 (2) 245
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FIGURE 1. Region-adaptive downsampling of ERP, for each view, in the
proposed HSR-RWP method. Dashed lines represent the rows associated
with the highest absolute latitudes of each region.

FIGURE 2. Illustration of the proposed HSR-RWP method (SM = 2,
SP = 4) for stereoscopic ERP video.

where SP is the downsampling factor at the poles, SM is246

the downsampling factor of middle regions, and hc, hp,247

and hm are the heights of the center, poles, and middle248

regions, respectively. By adhering to the constraints of249

Eq. (2), the SR with our HSR-RWP remains the same as250

that of UHHDS (SR= 0.5). This guarantees that the same251

transmission system used for monoscopic videos can be252

utilized for stereoscopic videos. Moreover, with respect to253

the constraints of Eq. (2), the value of N , corresponding to254

the latitude φNT in Fig. 1, is the only factor affecting the255

overall downsampling distortion of HSR-RWP. It determines256

the number of rows that are kept intact (not downsampled)257

at the center, and that are downsampled by a factor of 2 or258

4 at the middle and polar regions, respectively.259

There are some points regarding the constraints of Eq. (2)260

that are worth further explanation:261

• For simplicity, we assume that the middle regions (MT262

and MB regions in Fig. 2) have the same importance263

and are packed with the same downsampling factor.264

This is reasonable because they are equidistant from the265

equator, and thus have the same sampling density. This266

assumption is also true for the polar regions (T and B267

regions in Fig. 2).268

• We only use three different horizontal downsampling269

factors, as using a higher number of downsampling270

factors increases the number of vertical discontinuities. 271

Consequently, more pixels are required for padding to 272

alleviate seam artifacts [31]. 273

In this paper, we introduce two region-wise packing methods 274

with SR=0.5 for ERP frames. One is optimized based on 275

the uneven pixel density of ERP frames and the other uses 276

the spatial frequency information of the video tominimize the 277

information loss (distortion) caused by downsampling. The 278

general approach used in these methods consists in keeping 279

the region near the center of ERP intact and aggressively 280

downsampling the poles. In contrast to projection formats, 281

which usually involve computationally complex forward and 282

backward mapping, both proposed packing methods only use 283

simple horizontal downsampling operations. 284

III. PROPOSED PACKING METHODS 285

This section comprises two parts, each proposing an opti- 286

mal region-wise packing approach aimed at minimizing 287

information loss due to downsampling. The first method 288

addresses this using general packing conditions (parameters) 289

by considering the uneven sampling density characteristic of 290

ERP. The secondmethod is content-adaptive, determining the 291

optimal height of the packing partitions to minimize energy 292

loss (EL) in the frequency domain, using the Discrete Fourier 293

Transform (DFT). The downsampling EL (distortion) varies 294

according to the spatial complexity of the video content. 295

Therefore, in contrast to the general packing method, the 296

height of partitions in the content-adaptive method may not 297

be the same for different video contents. 298

The optimization process used in the proposed packing 299

methods can be utilized for packing with arbitrary layout 300

and SR. However, in this paper, we focus on packing 301

with SR=0.5 and a layout similar to HSR-RWP because it 302

enables the transmission of stereoscopic videos in the same 303

format (dimension) as monoscopic videos, and represents an 304

application with practical interest for the proposed method. 305

Finally, we modify the layout of the proposed packing 306

methods to alleviate seam artifacts at discontinuity borders 307

caused by packing when subsequently coding with high QPs. 308

A. OPTIMIZING THE GENERAL REGION-WISE PACKING 309

METHOD BY EXPLOITING THE UNEVEN SAMPLING 310

DENSITY OF ERP 311

In this section, we propose a solution to determine the optimal 312

parameters (size of partitions) of the general region-wise 313

packing method for an arbitrary SR > 0, based on pixel 314

information loss due to downsampling. 315

The general approach used in the packing method consists 316

of using different downsampling factors, SP and SM , for the 317

polar and middle regions, respectively, and maintaining the 318

center region of ERP at its original resolution as the region 319

receiving the highest user attention. In this packing method, 320

SM and SP parameters can be any value as long as SP ≥ SM ≥ 321

1, while the N (φNT ) still adheres to the constraints of Eq. (2). 322

This, in turn, means the optimal packingwith a specific SR>0 323
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can be identified by determining the optimal values of SM ,324

SP, and φNT among all possible cases. Obviously, we can325

optimize the packing method based on one parameter while326

keeping the other parameters fixed. This is investigated in327

Subsection III-A2 for the HSR-RWP method, as a particular328

case of the proposed general packing method, where, for the329

specific values of SM and SP, the optimal φNT is determined.330

Moreover, the optimization process is independent of the331

layout used for packing, allowing partitions with optimal332

size to be arranged in any configuration to create a333

rectangular frame for single or multi-view ERP videos as334

required.335

ERP maps the latitudes of the sphere with different336

circumference sizes to the same number of pixels in the 2D337

plane [20]. This implies that the sampling density on the 2D338

plane, associated with a given latitude of the sphere, increases339

from the equator toward the poles. This, in turn, causes pixel340

redundancy near the poles compared to the equator [36].341

We define the (horizontal) pixel redundancy, r(i), in ERP as342

follows:343

r(i) = 1− cos (φi)

φi =
π
2

(
1− 2i+1

H

) , 0 ≤ i < H (3)344

where i is the i-th row of pixels in the ERP video frame345

starting from the top, φi is the latitude on the sphere346

corresponding to the i-th row of pixels in ERP [37], r(i) is the347

relative pixel redundancy in row i compared to the number of348

pixels at the equator, and H is the height of the ERP frame in349

pixels.350

Downsampling row i of an ERP frame may introduce351

redundancy or result in information loss. However, using a352

downsampling factor of 1
cos (φi)

for row i ensures a resized row353

without pixel redundancy or information loss. In this case,354

the width of the downsampled row i can be considered as355

the actual pixel information (API) of that row, and cos (φi)356

represents the minimum SR required to theoretically preserve357

the API of row i. This means that applying a downsampling358

factor greater than 1
cos (φi)

causes a loss in pixel information359

in row i. Let Si denote the horizontal downsampling factor for360

latitude φi (row i). We define the pixel information loss ratio361

(PILR), l(φi), at latitude φi as:362

l[i] =


cos (φi)−

1
Si

,
1
Si

< cos (φi)

0,
1
Si
≥ cos (φi)

, 0 ≤ i < H .363

(4)364

If 1
Si
≥ cos (φi), the width of the downsampled row is365

larger than the minimum theoretical width for preserving366

API, meaning the API of the row is effectively preserved.367

Conversely, 1
Si

< cos (φi) results in a loss of pixel368

information. In other words, information loss occurs at369

latitude φi if the value of SR = 1
Si

is lower than SR370

corresponding to API (cos (φi)) for that latitude.371

1) PILR MINIMIZATION 372

Obviously, PILR varies depending on the height of the 373

regions with different downsampling factors. The value of 374

N determines the heights of these regions, as well as the 375

height of the center packed with original resolution, implying 376

that N affects the value of PILR. In Fig. 1, φNT and φNB 377

denote the latitudes corresponding to the N -th row from the 378

top and from the bottom of the frame, respectively, such that 379

φNT = −φNB . For simplicity, we will use the notation φN 380

instead of φNT and −φNB , except when a distinction between 381

the two is necessary. In [21], we showed that the range of all 382

possible latitudes φN is [π
6 , π

2 ] and [−π
6 ,−π

2 ] for the upper 383

and lower half-parts of ERP, respectively. 384

Assuming that the number of rows is very large, as is the 385

case in 360◦ contents with resolutions of 6K or more, we can 386

consider φi as a continuous variable, denoted φ. Therefore, 387

Eq. (4) can be expressed in the continuous domain as follows: 388

l(φ) =


cos (φ)−

1
Sφ

,
1
Sφ

< cos (φ)

0,
1
Sφ

≥ cos (φ)
, φ ∈

[
−

π

2
,
π

2

]
. 389

(5) 390

where Sφ and l(φ) are horizontal downsampling factor and 391

PILR for the continuous latitude φ, respectively. 392

As shown in Fig. 1, the height of regions with different 393

downsampling factors for the upper and lower hemispheres in 394

ERP is the same. This means the PILR due to downsampling 395

is identical for both hemispheres. Moreover, because the 396

center region between latitudes of φNCB and φNCT is not 397

downsampled, the PILR for this region is zero. Therefore, 398

to find the optimal value ofN , finding the minimum PILR for 399

the upper hemisphere suffices. From Eq. (5), the total PILR 400

of the frame, LI , for a given N (which defines φNT ) in the 401

continuous domain can be defined as follows: 402

LI (φNT ) =
∫ φNCB

−
π
2

l(φ)dφ +

∫ π
2

φNCT

l(φ)dφ 403

⇒ LI (φNT ) = 2
∫ π

2

φNCT

l(φ)dφ. (6) 404

Note that since 360◦ videos usually have H > 1000, the 405

terms π
2H could be neglected in the computations of Eq. (3). 406

Therefore, based on Eq. (3), and from corresponding i values 407

of φNT and φNCT in Fig. 1, φNCT can be expressed in terms of 408

φNT : 409

φNT ≈
π

2
−

π × N
H
⇒ N ≈

H
2

(
1−

2φNT
π

)
410

and φNCT =
π

2

(
1−

(H − N )
H

)
=

πN
2H

411

⇒ φNCT =
π

4
−

φNT

2
. (7) 412

Considering the range of φNT in the upper hemisphere, 413

φNCT = 0 when φNT = π/2 and φNCT = π/6 when 414

φNT = π/6. Therefore, the minimal value of φNCT occurs 415
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when φNT is maximum and φNCT increases as φNT decreases416

until they meet at π/6. Thus, clearly, φNCT ≤ φNT for any417

value of φNT as illustrated in Fig. 1.418

To find the optimal latitude φNT , we separately find the419

minimum PILR for the polar and middle regions of the upper420

hemisphere. In the general case, for a given latitude φ in421

the polar region (φ > φNT ) of the upper hemisphere with422

a downsampling factor of Sφ = SP, the PILR can be defined423

as follows:424

lP(φ)425

=


cos (φ)−

1
SP

, cos (φ) >
1
SP

0 , cos (φ) ≤
1
SP

, φ ∈
[
φNT ,

π

2

]
.426

(8)427

LP(φNT )428

=

∫ π
2

φNT

lP(φ) dφ, (9)429

where lP(φ) is the PILR in latitude φ and LP(φNT ) is the total430

PILR of the polar region.431

Similarly, the PILR for the middle region (lM (φ) and432

LM (φNT )) with downsampling factor Sφ = SM is defined as433

follows:434

lM (φ)435

=


cos (φ)−

1
SM

, cos (φ)>
1
SM

0 , cos (φ)≤
1
SM

, φ∈
[
φNCT , φNT

]
.436

(10)437

LM (φNT )438

=

∫ φNT

φNCT

lM (φ) dφ. (11)439

For the moment, we ignore the values proposed in440

Subsection II-B andmake no assumption regarding the values441

of SM and SP except that SM ≤ SP since the polar regions442

exhibit higher pixel redundancy than the middle regions. As a443

result, the best φNT in terms of lowest PILR can be found by444

minimizing the total PILR of polar and middle parts:445

L(φNT ) = LP(φNT )+ LM (φNT ). (12)446

φ∗NT = argmin
φNT ∈[

π
6 , π

2 ]
L(φNT ). (13)447

To do this, we define φP and φM as thresholds representing448

latitudes above which the downsampling factors of SM and449

SP result in PILR=0 for the middle and polar regions,450

respectively. We have:451

cos(φ) ≤
1
SP
⇒ φ ≥ arccos

(
1
SP

)
452

⇒ φP ≜ arccos
(

1
SP

)
and lP(φ) = 0, ∀φ ≥ φP453

cos (φ) ≤
1
SM
⇒ φ ≥ arccos

(
1
SM

)
454

⇒ φM ≜ arccos
(

1
SM

)
and lM (φ) = 0, ∀φ ≥ φM 455

(14) 456

Since we assume that SM ≤ SP, we have φM ≤ φP. As can 457

be seen in Fig. 1, φNCT and φNT are the lower and upper 458

bounds of the middle-top (MT), and from Eq. (7), the value 459

of φNCT depends on φNT . As illustrated in Fig. 3, considering 460

the possible values of φNT in the range (π
6 ≤ φNT ≤

π
2 ), φM 461

and φP (0 < φM ≤ φP), we have six possible range cases 462

to consider depending on the position of φNT and φNCT with 463

respect to φM and φP: 464

R1 : φNT < φP and φNT ≥ φNCT ≥ φM

R2 : φNT < φP and φNT ≥ φM ≥ φNCT

R3 : φNT < φP and φM ≥ φNT ≥ φNCT

R4 : φNT ≥ φP and φP ≥ φNCT ≥ φM

R5 : φNT ≥ φP and φP ≥ φM ≥ φNCT

R6 : φNT ≥ φP and φNT ≥ φNCT ≥ φP

(15) 465

We can express Eq. (13) based on these six range cases as 466

follows: 467

φ∗NT = argmin
φNT ∈{φ

∗
Rk
}k=1...6

L(φNT ), 468

φ∗Rk = argmin
φNT ∈Rk

L(φNT ), k = 1, 2, 3, 4, 5, 6 (16) 469

where φ∗Rk represents the φNT value that satisfies the range 470

condition Rk and minimizes the sum of PILRs for both the 471

polar and middle regions. 472

To solve this optimization problem, we have to find the 473

minimum of L(φNT ) = LP(φNT )+LM (φNT ) for each range 474

case Rk and identify the minimum among them. 475

a: POLAR REGION FOR RANGE CASES R1, R2, AND R3 476

From Eq. (9), we have: 477

LP(φNT ) =
∫ φP

φNT

lP(φ) dφ +

∫ π
2

φP

lP(φ) dφ. (17) 478

But according to the definition of φP in Eq. (14), it follows 479

that: 480

lP(φ) = 0,∀φ ∈ [φP,
π

2
]⇒

∫ π
2

φP

lP(φ) dφ = 0. (18) 481

Therefore, 482

LP(φNT ) =
∫ φP

φNT

(
cos (φ)−

1
SP

)
dφ 483

= sin(φP)−
φP

SP
− sin(φNT )+

φNT

SP
. (19) 484
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FIGURE 3. Illustrations of possible situations of φNT
, φM , and φP for ranges cases R1 to R6. For range cases with φNT

≥ φP (R4 to R6), the PILR due to
downsampling in the polar regions (LP ) is zero. In the middle regions, LM = 0 if φNCT

≥ φM (cases R1, R4, and R6).

b: POLAR REGION FOR RANGE CASES R4, R5, AND R6485

In these range cases, because φNT ≥ φP, the entire polar area486

(the red region in Fig. 3) is always above φP. As a result, the487

PILR due to downsampling with factor SP in the polar region488

is always zero. Thus, we can write:489

LP(φNT ) =
∫ π

2

φNT

lP(φ) dφ = 0,∀φNT ∈
[
φP,

π

2

]
. (20)490

c: MIDDLE REGION FOR RANGE CASES R1, R2, AND R3491

Regarding LM (φNT ), for R1, if φNCT ≥ φM , the entire middle492

range is packed at latitudes above φM (yellow region in493

Fig. 3). Therefore, PILR caused by downsampling of the494

middle region with the factor of SM is zero:495

LM (φNT ) = 0, ∀φNT satisfying R1. (21)496

For R2, φNT ≥ φM ≥ φNCT means φM is inside the MT area,497

such that, from Eq. (11), we have:498

LM (φNT ) =
∫ φM

φNCT

lM (φ) dφ +

∫ φNT

φM

lM (φ) dφ. (22)499

But, by definition of φM in Eq. (14), the second term is zero.500

Therefore, it follows, using Eq. (7), that:501

LM (φNT ) =
∫ φM

π
4 −

φNT
2

(
cos (φ)−

1
SM

)
dφ502

= sin (φM )+
1
SM

(
π

4
− φM )503

− sin (
π

4
−

φNT

2
)−

φNT

2SM
. (23)504

For R3, the whole middle region is subject to PILR> 0, thus505

LM (φNT ) is calculated as follows:506

LM (φNT ) =
∫ φNT

π
4 −

φNT
2

(
cos (φ)−

1
SM

)
dφ507

= sin (φNT )−sin (
π

4
−

φNT

2
)508

TABLE 1. Equations for computing the total PILR for all ranges Rk .

−
3φNT
2SM
+

π

4SM
. (24) 509

d: MIDDLE REGION FOR RANGE CASES R4, R5, AND R6 510

As shown in Fig. 3, similar toR1,LM (φNT ) for the range cases 511

R4 and R6 is always zero. Finally, the equation for calculating 512

LM (φNT ) for R5 is given by Eq. (23) since this case is similar 513

to R2. 514

e: FINAL EQUATIONS FOR ALL CASE RANGES 515

The equations to compute the total PILR for all range cases 516

Rk are summarized in Table 1. We will see that, depending 517

on the values of SM and SP, a subset of these range cases will 518

apply, leading to the determination of the associated optimal 519

value of φNT . 520
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2) APPLICATION TO THE HSR-RWP WITH SR=0.5521

HSR-RWP is a particular case of the general packing method522

with SM = 2 and SP = 4. For the HSR-RWP method,523

φM and φP can be computed according to the following524

downsampling factors:525

SM = 2, φM = arccos
(

1
SM

)
=

π

3
= 60◦526

SP = 4, φP = arccos
(

1
SP

)
≈ 0.419π ≈ 75.5◦ (25)527

Moreover, considering the value of φM for HSR-RWP and the528

range of φNCT we have (from Eq. (7)):529

φNCT =
π

4
−

φNT

2
, φNT ∈ [

π

6
,
π

2
] ⇒ φNCT ∈ [0,

π

6
]530

φM =
π

3
, φNCT = [0,

π

6
]⇒ φM > φNCT (26)531

This means the possible range cases in Table 1 for the HSR-532

RWP method are R2, R3, and R5. Therefore, to determine the533

φNT that minimizes PILR, we need to minimize L(φNT ) for534

R2, R3, and R5. It can be shown that the minimum occurs535

when the derivative of L(φNT ) for R2 is zero:536

dL(φNT )
dφNT

= 0⇒ φNT =
π

2
− 2 arcsin (

1
4
)537

⇒ argmin
φNT ∈R2

L(φNT ) =
π

2
− 2 arcsin (

1
4
)538

→ L(
π

2
− 2 arcsin (

1
4
)) = L(61.04◦) = 0.24884.539

(27)540

The derivative of L(φNT ) relative to φNT for R3 is strictly541

decreasing and therefore, L(φNT ) is minimum when φNT is542

equal to the upper bound of range φNT for R3:543

dL(φNT )
dφNT

< 0, ∀φNT ∈ R3544

⇒ argmin
φNT ∈R3

L(φNT ) = φM =
π

3
545

→ L(
π

3
) = L(60◦) = 0.24899. (28)546

Finally,
dL(φNT )
dφNT

for R5 is strictly increasing, and therefore,547

L(φNT ) in the lower bound range φNT R5 is minimum:548

dL(φNT )
dφNT

> 0, ∀φNT ∈ R5 ⇒ argmin
φNT ∈R5

L(φNT ) = φP549

→ L(φP) = L(75.5◦) = 0.27949. (29)550

Therefore, according to Eq. (16) we have:551

φ∗NT = argmin L(φNT )
φNT ∈{60

◦,61.04◦,75.5◦}
= 61.04◦ (30)552

As mentioned earlier, in the general case, the equations of553

Table 1 can be utilized for finding φNT minimizing PILR of554

downsampling factors of SM (SM ≥ 1), SP (SP ≥ 1) with555

SP ≥ SM . However, some points are worth noting:556

FIGURE 4. PILR of polar and middle parts for different φNT
values in Rk

ranges for the HSR-RWP method.

• Since SM ≥ 1 and SP ≥ 1, the downsampling operations 557

are optional in both regions. However, the constraint 558

SP ≥ SM must be met. 559

• Without adhering to constraints of SM and SP in Eq. (2), 560

it is not feasible to make a rectangular packing with 561

SR=0.5 using the layout shown in Fig. 2, and without 562

adding inactive pixels. 563

• The SR (resolution) of the HSR-RWP method, in which 564

SM and SP follow the constraint Eq. (2), remains 565

consistent across various φNT values. However, for other 566

values of SM and SP, the SR of packing varies according 567

to the selected φNT . In other words, a given SR can be 568

attained through several sets of φNT , SM , and SP values. 569

Therefore, achieving optimal packing for a desired SR 570

with minimal PILR requires considering both φNT and 571

downsampling factors of SM and SP. This may be 572

considered further in future research. 573

• In scenarios where R4 or R6 is a possible range, there 574

might exist multiple latitudes with L(φNT )=0. Each 575

of these latitudes can be considered optimal for the 576

corresponding SR resulting from it. 577

For digital images with discrete variable i representing the 578

pixel rows of the image, the total PILR defined in Eq. (6) must 579

be computed in the discrete domain as follows: 580

LI (φNT ) = 2
∫ π

2

π
2 −

φNT
2

l(φ) dφ ≈
2π
H

H−N
2 −1∑
i=0

l[φi]. (31) 581

Fig. 4 depicts the PILR of polar and middle parts for different 582

φNT values in the various range cases Rk with SM and SP 583

used for HSR-RWP (PILR is divided by π
H for normalization). 584

As can be seen, the minimum PILR for φNT around 60◦ is 585

almost constant. This can also be inferred from Eq. (28) and 586

Eq. (27), where the PILR of φNT = 61.04◦ and φNT = 60◦ are 587

almost the same. Therefore, the φNT = 60◦ used for HSR- 588

RWP in our previous work [21] provides a near-optimal 589

PILR. 590

Moreover, to verify that the value of φNT = 60◦ used 591

for HSR-RWP yields the minimum downsampling distortion, 592
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TABLE 2. WS-PSNR-Y of the proposed HSR-RWP method with different
partitioning latitudes: for optimal with the highest WS-PSNR (φN = φO),
φN = 60◦ , and for uniform-downsampling (UD) (φN = φUD = 90◦).

FIGURE 5. WS-PSNR-Y of HSR-RWP method for different latitudes in the
first frame of CTC videos.

we computed weighted-to-spherically uniform PSNR (WS-593

PSNR) [38] of the luma (Y) component for the first frame594

(as the representative of sequence) of ten 6K/8K 360◦ videos595

used in common test conditions (CTC) [39], for all possible596

values of N , the discrete equivalent of φNT , in a packing597

method with the same SM and SP used for HSR-RWP (SM =598

2, SP = 4). Fig. 5 shows the downsampling distortion599

represented by the WS-PSNR-Y of the packing method, for600

various latitudes φNT of CTC videos. As shown, for most601

of the videos, the highest WS-PSNR-Y is achieved around602

φN = 60◦ (φN = φNT ). This is demonstrated more clearly in603

Table 2, where the average of optimal latitudes of all tested604

sequences, φO = 55.4◦, is almost the same as the average605

distortion for φN = 60◦.606

B. CONTENT-ADAPTIVE PACKING BASED ON607

INFORMATION ENERGY LOSS608

The PILR is based on the uneven sampling density mapping609

of the sphere to the 2D plane using ERP. This feature causes610

the center region to have a higher spatial complexity than611

the polar areas, consequently making it more susceptible612

to downsampling distortion (information loss). However,613

in addition to the uneven sampling density inherent to614

ERP, the video content itself is another important factor615

determining the spatial complexity across latitudes. Specif- 616

ically, when selecting a φN to minimize PILR in the 617

HSR-RWP method, we implicitly assume that the video 618

content fully utilizes the frequency spectrum provided by the 619

ERP format. Since this assumption does not always hold, 620

the approach may not always be the most efficient. This can 621

be seen in Table 2, where for the Balboa and Broadway 622

videos, the WS-PSNR of the HSR-RWP method with φN 623

associated with the minimum PILR (φN = 60◦) has a 624

notable difference compared to the WS-PSNR of the best 625

latitude (φN = φO). Moreover, the region packed without 626

downsampling in the HSR-RWP method is always selected 627

at the center of the ERP frame. In this case, if the center 628

of ERP has a lower spatial complexity compared to the 629

middle regions, then maintaining the original resolution in 630

the center is inefficient. For more efficient packing of video 631

with such spatial complexity distribution and with the same 632

downsampling factors used for HSR-RWP, we introduce a 633

content-adaptive (CA) packing method with the following 634

features: 635

• Adaptive center and polar regions sizes: in contrast 636

to the HSR-RWP method having a fixed φN = 60◦, 637

we determine φN , based on the specific video content to 638

minimize downsampling EL. This implies that the size 639

of the polar and the center regions is adaptive. 640

• Adaptive latitude range for the center region: in HSR- 641

RWP, the center region, which is packed without 642

downsampling, is always symmetric with respect to the 643

equator (latitude zero). In the proposed CA packing 644

method, we eliminate this restriction, such that the 645

center region can be positioned lower or higher to pack a 646

latitude range with the highest spatial complexity. In this 647

case, the height of the MT and MB regions will not be 648

equal. 649

As a result, the proposed CA packing method provides great 650

flexibility in adjusting both the size and position of the central 651

region. We now determine the optimal way to select these 652

parameters by considering the spectral characteristics of each 653

video to process. 654

1) CA PACKING PARAMETERS OPTIMIZATION USING 655

WS-PSNR 656

The optimal CA packing is achieved by jointly finding φN 657

and the offset latitude of the center region, denoted by λ, for 658

which the downsampling distortion of packing is minimum. 659

Note that λ represents the middle of the center region, and 660

therefore is computed relative to the equator [38]. To find the 661

optimal CA packing, we proceed as follows: 662

i) For each φN∈ S, S ≜ [π
6 , π

2 ], move the center region 663

(with the height ofN rows) in the range [φNB , φNT ]. This 664

means the middle of the center region, denoted by λ, can 665

move in the range: 666

λ ∈

[
φNB +

π
2 + φNB

2
, φNT −

π
2 − φNT

2

]
. (32) 667
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FIGURE 6. Illustrations of (a) the HSR-RWP with φN = 60◦ (φN = φNT
= −φNB

) and fixed center (λ=0) and (b) CA packing with φN = 64◦ (the height of the
center and polar region is 26◦) and λ = 26.13◦ for BranCastle2 sequences. The center of CA packing moves 26.13◦ from the middle of the frame. Therefore,
the middle-top (MT) and middle-bottom (MB) regions do not have the same height. The height of MT (red region) is smaller than MB (blue region).

Since φN =φNT=−φNB (see Fig. 1), the possible range668

of λ is only specified by φN :669

λ ∈ SφN ≜
[
−φN +

π
2 −φN
2 , φN −

π
2 −φN
2

]
. (33)670

ii) Then, for each φN ∈ S, compute WS-PSNR for671

all possible λ values and find the one that provides672

maximum WS-PSNR for the frame. We denote it by673

λφN :674

λφN = argmax
λ∈SφN

WS-PSNR(φN , λ), ∀φN ∈ S. (34)675

iii) Among all λφN values, identify the one with maximum676

WS-PSNR. That yields optimal λ and φN values for the677

CA packing:678

φ∗N = argmax
φN∈S

WS-PSNR(φN , λφN ), (35)679

λ∗ = λφ∗N
. (36)680

Table 3 shows the optimal parameter values and associated681

WS-PSNR-Y for the proposed CA packing method for the682

first frame of each CTC video. As can be seen, the CAmethod683

with adaptive λ provides an averageWS-PSNR gain of 0.9 dB684

and 0.62 dB compared to the HSR-RWP method with λ=0,685

when φN = 60◦ and φN = φO, respectively (see Table 2).686

Fig. 6 shows a comparison between the proposed CA packing687

method and HSR-RWP with φN = 60◦. As can be seen, the688

center region of the CA packing is shifted to the top of the689

frame, and its height decreases to 26◦ because of choosing690

φN = 64◦.691

2) LOW-COMPLEXITY DISTORTION ESTIMATION USING DFT692

In the previous subsection, to find the optimal CA packing693

parameter values, the WS-PSNR of a frame for all possible694

pair values of λ and φN was computed. As shown in695

Table 3, this is a computationally intensive process with696

an average processing time of 811.9 seconds per frame on697

the computer presented in Section IV. This is because it698

requires downsampling and reconstructing the frame, and699

then computing WS-PSNR for each pair of λ and φN values.700

Clearly, this approach is not efficient. Instead, we propose a701

TABLE 3. Results of optimal CA packing using WS-PSNR-based method
for the first frame of each CTC video.

low-complexity method to estimate optimal parameters for 702

the CA packing in the frequency domain, using the DFT. 703

In what follows, we are using the theory and notations 704

of discrete-domain images as presented in [40] and [41] 705

and applied them to the 1D case. According to the Nyquist 706

theorem [42], the minimum sampling frequency, fs, is twice 707

the highest frequency fmax present in the signal. Therefore: 708

fmax =
fs
2

(37) 709

For a downsampling factor α, the highest preserved frequency 710

in the reconstructed image, after downsampling and upsam- 711

pling, becomes1: 712

f α
max =

fmax
α
=

fs
2α

(38) 713

We define the total EL caused by downsampling as the sum 714

of the energies of the frequencies lost by the downsampling 715

operation (i.e. frequencies higher than f α
max). 716

We propose using EL caused by horizontal downsampling 717

to determine the optimal λ and φN values for the CA packing. 718

To do this, we only need to compute the 1D DFT for 719

individual rows. Since the DFT of a digital image is conjugate 720

1Wehave the same result with classic digital signal processing theory [42];
that downsampling by a factor α results in the maximum normalized
frequency of ωmax to become ωmax/α.
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FIGURE 7. Examples of the energy spectrum of frequency components obtained by 1D DFT on each row for the luma (Y) channel of the first frame of
videos (for better visualization, the logarithm of energy is used). The energy of high frequencies in polar areas of ERP (darker regions) is lower than the
central regions (brighter regions), indicating that these areas have lower spatial complexity compared to the central regions.

symmetric [43], the number of unique (positive) frequency721

components of DFT, for each row with the width ofW , is W
2 .722

For unique frequency components, we assume that the larger723

indices represent higher spatial frequencies, such that:724

fk ≜
k

M − 1
, 0 ≤ k ≤ M − 1, with M =

W
2

(39)725

where fk is the normalized spatial frequency corresponding to726

the DFT frequency component with index k .727

The energy of the k-th frequency component, X [k], in the728

1D DFT is:729

E[k] = X2
re[k]+ X

2
im[k] (40)730

where Xre[k] and Xim[k] are the real and imaginary parts of731

the k-th DFT frequency component, fk .732

Fig. 7 illustrates examples of the energy spectrum of733

frequency components obtained by applying 1D DFT to734

each row. As can be seen, the energy of the DFT frequency735

components can serve as an indicator of spatial complexity736

variations across latitudes of ERP. In polar areas, the energy737

of high-frequency components is lower than in the central738

regions. This is because polar regions in ERP frame have739

higher pixel uniformity with lower spatial complexity com-740

pared to the central regions. Conversely, there are typically741

significant pixel intensity fluctuations in the center of ERP,742

leading to strong energy in high-frequency components.743

These observations suggest that the energy of frequency744

components can potentially be used as a reliable tool to745

estimate the optimal parameters for the CA packing method.746

Let Si represent the downsampling factor of row i, ui the747

index corresponding to the lowest spatial frequency higher748

than f Simax , and Ei[k], the energy of DFT frequency component749

k in row i. We have:750

Ei[k]← 0, ∀ k ≥ ui ≜

⌈
M
Si

⌉
. (41)751

In other words, to account for energy loss due to downsam- 752

pling, we set the energy corresponding to the lost frequencies 753

to zero. The CA packing has the same three horizontal 754

downsampling factors used for HSR-RWP. Therefore, the 755

possible values for Si are 1, 2, and 4 when row i is in the 756

center, middle, and polar regions, respectively. For row iwith 757

the downsampling factor of Si, we define its EL as: 758

ELi =
M−1∑
k=ui

Ei[k], 0 ≤ i < H . (42) 759

Note that the value of ELi for the center region with Si = 1 is 760

zero. The total EL of the frame is then calculated by summing 761

up the ELi for all H rows of the frame. 762

EL frame =
H−1∑
i=0

M−1∑
k=ui

Ei[k] (43) 763

Although not explicitly stated to simplify the notation, ELi 764

and EL frame of the CA packing are clearly functions of λ and 765

φN . The optimal parameters of CA packing (λ∗ and φ∗N ) using 766

EL frame are determined through the following steps: 767

i) Compute the horizontal DFT of the frame. This is done 768

by computing the 1D DFT of each row. 769

ii) For each φN ∈ S, compute ELframe for all possible λ 770

values and find the one with minimum ELframe, denoted 771

λφN . Formally, we have: 772

λφN = argmin
λ∈SφN

EL frame(φN , λ), ∀φN ∈ S (44) 773

iii) After computing all λφN values, select the one with 774

minimum ELframe value: 775

φ∗N = argmin
φN∈S

EL frame(φN , λφN ) (45) 776

λ∗ = λφ∗N
(46) 777

122142 VOLUME 13, 2025



H. Pejman et al.: Efficient Region-Wise Packing of Stereoscopic ERP Videos

TABLE 4. Results of optimal CA packing using DFT-based method for the
first frame of the CTC videos.

Table 4 summarizes the results of using the DFT-based778

method for computing CA packing optimal parameters (φ∗N779

and λ∗).780

As shown, the average WS-PSNR corresponding to opti-781

mal parameters of DFT-based method is only 0.1 dB lower782

than that of theWS-PSNR-based method (see Table 3). How-783

ever, the optimal parameter values may vary significantly784

between the two methods. This discrepancy arises because785

the WS-PSNR may not be highly sensitive to parameter786

variation in certain regions. For example, as illustrated in787

Fig. 5, theWS-PSNR of some videos remains nearly identical788

when φNT changes within a specific range.789

Moreover, the average processing time of DFT-based790

method is only 0.56 seconds, significantly lower than that of791

the WS-PSNR-based method (811.9 seconds, approximately792

1450× faster). The reason is that computing the 1D DFT of793

rows only needs to be done once. Then, according to Eq. (42)794

and Eq. (43), the EL of rows and ELframe for all possible795

cases (different values of λ and φN ) are computed through796

simple summation of DFT component values. Therefore, the797

computational complexity of this method is considerably798

lower than that of the WS-PSNR-based method.799

Fig. 8 depicts examples of optimal λ using DFT-based800

method for φN = 60◦ (λ60◦ ). As shown, inside the range of801

latitudes with the downsampling factor of Si = 2, the region802

with the highest EL (between green lines) is selected to be803

packed without downsampling to minimize overall EL of the804

CA packing.805

The values of λ∗ and φ∗N must be sent to the decoder for the806

unpacking process. Supplemental Enhancement Information807

(SEI) can contain information for video, picture (frame),808

and slice levels [44]. Therefore, CA packing parameters809

can be sent for each frame to the decoder via SEI without810

changing the syntax of the video coding standards (e.g.,811

VVC or HEVC). For Intra-only configuration, CA packing812

parameters can be independently calculated and transmitted813

for each frame. For Random Access (RA) configuration with814

the closed group of pictures (GOP) option, they can be815

calculated for the first frame of each GOP and used for the816

whole GOP without any negative effect on the performance817

of inter-prediction. But when using RA configuration with818

the open GOP option, or Low Delay (LD) configuration,819

the frames of each GOP are used as reference frames for 820

the following GOP. Consequently, changing the CA packing 821

parameters, even if done at the boundaries of GOPs, may 822

negatively impact the performance of inter-prediction. One 823

possible solution is to update the CA packing parameters 824

only when a significant change in the content occurs (e.g., 825

a change in the video scene), ensuring that updating the CA 826

packing parameters significantly reduces the downsampling 827

distortion, thereby improving coding performance to a greater 828

extent than the negative impact of CA packing on inter- 829

prediction performance. It can be achieved, for example, 830

by detecting changes in video scenes or consecutive frames. 831

Proposing an efficient algorithm to reduce the interval of 832

updating CA packing parameters is beyond the scope of this 833

paper and is left for future work. 834

In this study, we used the DFT-based method to optimize 835

the CA packing with the same downsampling factors as 836

those used for HSR-RWP. However, this method is versatile 837

and can be utilized for any downsampling factor in both 838

horizontal and vertical directions. 839

C. SEAM ARTIFACTS ALLEVIATION 840

There are four vertical discontinuities in the proposed HSR- 841

RWP method that cause seam artifacts in the reconstructed 842

video, specifically when the video is encoded with a high 843

QP (low bit-rate). In our previous work [21], these four 844

discontinuities are alleviated by pixel padding. To reduce 845

the required pixel padding for seam artifacts alleviation, 846

we applied the following modifications to the HSR-RWP 847

method proposed in our previous work: 848

• The center of the right view is vertically flipped, such 849

that the lower border of the center regions of both views, 850

which have similar pixel values, are packed using a 851

common border (white line in Fig. 9). This significantly 852

diminishes seam artifacts due to discontinuity border 853

after encoding, making padding unnecessary for this 854

border. Therefore, only three vertical discontinuity 855

borders (highlighted by red lines in Fig. 9) need to be 856

alleviated by padding. 857

• In addition, the upper borders of the bottom regions 858

(Left(B) and Right(B) parts in Fig. 9) are closer to the 859

center of ERP and as a result, have higher importance 860

than the lower borders in terms of human attention [22], 861

[23]. To avoid seam artifacts at the upper border of 862

bottom regions, the Left(B) and Right(B) parts in Fig. 9 863

are vertically flipped. This aligns the upper borders 864

of these regions with the frame’s border, where pixels 865

remain unaffected by the seam artifacts caused by 866

discontinuity. 867

Moreover, as mentioned in [21], since the corresponding 868

columns with similar pixel values in the left and right views 869

are packed using a common border, there is no significant 870

seam artifact due to horizontal discontinuity, except for the 871

common border between the Right(B) and Left(T) parts in 872

Fig. 9. Compared to the height of the frame, the size of 873
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FIGURE 8. Examples of EL for different λ values for the luma (Y) channel of the first frames of (a) BranCastle2 and (b) Broadway videos when φN = 60◦.
The EL of each row (latitude) is normalized by dividing it by the number of unique frequency components (M). Polar latitudes (φN > |60◦|) are
downsampled with the factor of Si = 4, while other latitudes represent the EL for downsampling with the factor Si = 2. The center region with a height of
30◦ (for φN = 60◦) is moved inside the range of latitudes with downsampling factor of Si = 2 (φN ≤ |60◦|) to find the region with the highest EL caused
by the downsampling factor of Si = 2 (the region between green lines with offsets of 26.13◦ and 14.18◦ relative to the latitude of zero for (a) and (b),
respectively). Then, this region is packed without downsampling to minimize overall downsampling EL in the CA packing. For HSR-RWP with the fixed
center packing, the region is selected in the middle of the frame (between orange lines) with λ = 0.

FIGURE 9. Illustration of the the modified HSR-RWP method for the
stereoscopic ERP video. To reduce seam artifacts, the center of the right
view and the bottom regions (highlighted by the white color) are
vertically flipped. The discontinuity borders highlighted by red lines need
to be alleviated by padding when a video is encoded by a high QP. After
vertical flipping of the bottom regions, the upper bound of the bottom
regions is aligned with the frame’s border.

this discontinuity is small; however, adding pixel padding874

requires additional columns across all rows of the frame.875

This results in a significant number of unnecessary pixels876

being added to the frame. Moreover, this discontinuity occurs877

between the polar regions, which are of lower importance878

in terms of human attention compared to other regions of879

ERP. Consequently, no padding is applied to this horizontal880

discontinuity.881

Since the arrangement of partitions in the CA packing882

is the same as that of HSR-RWP, all the aforementioned883

modifications can be applied to the CA packing.884

IV. EXPERIMENTAL RESULTS885

To evaluate the performance of our proposed packing meth-886

ods, we tested them with eight 8K stereoscopic 360◦ videos887

TABLE 5. The sequences used in simulations.

(7680 × 3840, I420, 8-bit depth) available from [45]. 888

This dataset includes video content with different levels 889

of motion and texture complexities. The sequences used 890

in simulations are listed in Table 5. For all simulations, 891

we used VVenC 1.9.1 [46] with medium presets of RA and 892

Low Delay B (LDB) configurations and four different QP 893

values (22, 27, 32, and 37) for encoding the first 240 frames 894

of each sequence. We used the OpenCV library [47] 895

with Lanczos4 interpolation for all downsampling and 896

upsampling operations. For performance comparison, we uti- 897

lized the Bjøntegaard-Delta bitrate (BD-BR) measurement 898

method [48] with end-to-end (E2E)WS-PSNR [39]. We used 899

the average WS-PSNR of the left and right views to compute 900

BD-BR, as they have highly similar content with only a 901

slight horizontal disparity between them. Moreover, no view 902

is preferred to another in the proposed packing methods, 903

such that the downsamplings of the left and right views are 904

identical. We ran our simulations on a computer equipped 905

with an Intel® CoreTM i9-10900 CPU@2.80GHz, 64GB of 906

RAM, and 64-bit Windows 11. 907

The DFT-based CA parameters for the videos used in 908

simulations are listed in Table 6. For simulations, we used 909

the DFT-based CA parameters of the luma component for 910
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TABLE 6. The optimal parameters of different components for CA packing
computed for the first frame of the left view of simulated videos using
DFT-based method.

both the luma and chroma components. Moreover, since the911

content complexity of the first 240 frames of videos utilized912

for simulation does not significantly vary, we computed the913

CA parameters of the luma component only for the first frame914

of the left view and used these parameters for packing all915

video frames.916

We used the SbS format with UHHDS as the anchor.917

We compared our proposed packingmethods (HSR-RWP and918

CA packing) with Preserved Aspect Ratio (PAR) format for919

which the height and width of ERP frame are downsampled920

with the same factors. For generating the PAR format921

with SR=0.5, the width and height of ERP video are922

downsampled by the factor of 1.42 (SW = SH = 1.42),923

which results in a downsampled ERP with SR=0.49. Using924

SR=0.49 for PAR format is allowed because, based on925

the CTC [39], the variation of coded samples between the926

anchor and tested methods can be within ±3%. We also927

implemented the Nested Polygonal ChainMapping (NPCM)-928

Full method (with SR=0.5), as the best method from the929

literature proposed in [30], to compare it with our proposed930

methods.931

We used φN = 60◦ to generate sequences with our932

HSR-RWP method. As shown in Subsection III-A2, this933

latitude, on average, provides near-minimum downsampling934

distortion. Moreover, for the tested videos with the size of935

7680 × 3840, using φN = 60◦ as the partitioning latitude936

can reduce the number of misalignments between disconti-937

nuity borders and CTU borders in the HSR-RWP packing938

method.939

In the HSR-RWP and CA packing methods, to reduce the940

impact of vertical discontinuities, the partitions (tiles) are941

extended (overlapped) [49] by four rows in the direction of the942

borders producing the discontinuities (eight rows of pixels in943

total between partitions). The primary layout proposed in our944

previous work for the HSR-RWPmethod generates four rows945

with vertical discontinuities that need to be padded. Hence,946

32 rows of padding are added to the height of the packing947

method for coding. By flipping partitions (as explained in948

Subsection III-C), the rows with vertical discontinuities in949

the HSR-RWP method that require padding, are reduced to950

three, decreasing the total rows of padding to 24. To evaluate951

the effectiveness of the flipping partitions in the HSR-RWP952

method on coding performance, we simulated both layouts 953

of the HSR-RWP method with and without flipping. For the 954

CA packing, the partitions are flipped in the same way as the 955

HSR-RWP method. 956

Table 7 shows the coding performance of different packing 957

methods for RA configuration. HSR-RWP-NF and HSR- 958

RWP-F indicate the HSR-RWP proposed in our previous 959

work [21] without flipping and the modified HSR-RWP 960

method with flipping, respectively. As can be seen, the 961

overall performance of the HSR-RWP-F for all three 962

components, outperforms the HSR-RWP-NF. For the luma 963

(Y) component, PAR format, on average, provides a better 964

coding performance compared to the HSR-RWP-F method. 965

However, this is mainly because the BD-BR-Y of sequences 966

1 and 4 for the PARmethod are significantly better compared 967

to those of HSR-RWP-F. As shown in Table 6, the λ∗ 968

values for these videos differ significantly from the λ = 969

0, indicating that the HSR-RWP-F packing (with λ = 970

0) fails to retain the region with the highest energy loss 971

due to downsampling (factor of 2) in the central region at 972

its original resolution. This means using the CA packing 973

method can potentially improve the coding performance 974

of luma components for these videos. This can be seen 975

in Table 7, where the CA method significantly improves 976

the coding performance of the luma component for videos 977

1 and 4, providing better overall BD-BR compared to the PAR 978

format. In contrast, if spatial complexity is almost the same 979

over various latitudes in a video, using CA packing cannot 980

significantly enhance the coding performance. In such a case, 981

which is observed in videos 5, 6, and 8, adjusting φN and λ 982

based on the spatial complexity of the video may increase 983

the misalignment between CTU and discontinuity borders, 984

reducing the coding performance compared to the HSR- 985

RWP-F method. This issue may easily be addressed using 986

a threshold, such that the region with the original resolution 987

only is moved from the center of the frame (with λ = 0) 988

if the distortion reduction compared to the case with λ = 989

0 exceeds a specific threshold. Future work will investigate 990

this. 991

In contrast to the luma component, both HSR-RWP-F and 992

CA packing methods, on average, provide a better BD-BR 993

compared to PAR for chroma components. However, as can 994

be seen in Table 7, for these videos, BD-BR of chroma 995

components are considerably high, and evenCApacking does 996

not improve the coding performance compared toHSR-RWP- 997

F. This is because, for videos 1 and 4, the latitude range with 998

the highest spatial complexity for chroma components differs 999

from that of the luma component. Since in the CAmethod we 1000

used λ and φN values of the luma for chroma components, 1001

it may not provide better performance than HSR-RWP-F 1002

for chroma components. This is evident in Table 6 for CA 1003

packing, where for videos 1 and 4, λ∗ and φ∗N values for 1004

luma components are notably different from those for chroma 1005

components. This situation also exists for these videos in 1006

HSR-RWP-NF and HSR-RWP-F methods (with λ = 0 and 1007

φN = 60◦). 1008
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TABLE 7. Coding performance of different packing methods for RA configuration using VVC (VVENC 1.9.1).

TABLE 8. Packing (P) and unpacking (U) times of different methods and
their ratios related to the UHHDS (anchor) for 240 frames. For the CA
packing method, it is supposed that the CA parameters (λ and φN ) are
updated with an interval of 32 frames, sharing 1

32 of the total parameters’
computation time to each frame, on average. The total time is calculated
by multiplying the frame time by the total number of frames (240
frames). The average packing and unpacking times are independent of
encoding/decoding configurations; therefore, they are identical for all
QPs and coding configurations (RA and LDB).

TABLE 9. Average total encoding and decoding times of tested videos
(240 frames) encoded by RA configuration, for different packing methods
and QPs.

The NPCM-Full method provides better performance1009

compared to our proposed methods (approximately 6% lower1010

BD-BR for the luma channel compared to CA packing).1011

Note that both methods, the proposed approach and the1012

NPCM, are based on the same principle of downsampling1013

and repositioning of pixels. The NPCM method, however,1014

requires performing the downsampling and repositioning1015

operations with a different sampling factor for each row of1016

the polar regions. It is, therefore, significantly more complex1017

than our proposed method, which uses only three distinct 1018

downsampling factors for the entire frame. Indeed, as can 1019

be seen in Table 8, the average packing and unpacking 1020

times of NPCM method are 26.6× and 38× higher than the 1021

UHHDS methods, respectively, while these values for our 1022

proposed methods are comparable with UHHDS. Moreover, 1023

as shown in Table 9, the total unpacking (reconstruction) 1024

time is significantly higher than decoding time. Therefore, 1025

despite its better coding performance, NPCM is not a 1026

desirable solution for packing 360◦ video in real-time 1027

applications. 1028

As shown in Table 8, the packing/unpacking time of the 1029

PAR method is approximately 2× faster than the proposed 1030

methods, with only 1% higher BD-BR. However, the main 1031

approach of our proposed methods (HSR-RWP and CA) is 1032

keeping the quality of the center region of 360◦ because we 1033

want to exploit the equator bias in terms of user attention. 1034

Indeed, in [22], the authors found that human subjects tend 1035

to fixate their eyes around the equator of 360◦ videos. They 1036

used a Laplacian Distribution to model the probability of 1037

eye-fixation across the latitudes. They observed that the 1038

latitude range φ ≈ ±18◦ had the highest fixation rate, 1039

which approximately corresponds to a Laplacian Distribution 1040

model with µ =0 and β =0.2. We used this Laplacian 1041

model to weight the WS-PSNR value across the pixel rows 1042

(latitudes) of ERP videos. By doing so, for computing the 1043

coding performance, we take both the user attention factor 1044

and the uneven pixel density characteristic of ERP (by cosine 1045

weights of WS-PSNR metric) into account. 1046

Table 10 shows that based on the Laplacian model, the 1047

coding performance of our proposed methods (HSR-RWP- 1048

F and CA) significantly outperforms PAR. In addition, our 1049

methods also provide better performance compared to NPCM 1050

even though they are considerably faster in packing and 1051

unpacking operations. Moreover, the result shows that the 1052

performance of HSR-RWP-F is better than CA. The reason 1053

is that in contrast to the CA method, the region with original 1054

resolution in HSR-RWP-F is always entirely within the 1055

latitude range with the highest user attention (the highest 1056

Laplacian model weight). Nevertheless, the CA method can 1057

still be advantageous for packing the individual video content, 1058
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TABLE 10. Coding performance of different packing of methods measured by the Laplacian Distribution model for RA configuration using VVC (VVENC
1.9.1).

TABLE 11. Coding performance of different packing methods for LDB configuration using VVC (VVENC 1.9.1).

TABLE 12. Coding performance of different packing methods measured by the Laplacian Distribution model for LDB configuration using VVC (VVENC
1.9.1).

as the distribution of eye fixations may not necessarily be1059

equator-biased for different types of video content [50].1060

Table 11 reports the simulation results of LDB con-1061

figuration for tested packing methods. Similar to RA1062

configuration:1063

• For all three components the overall performance of the1064

HSR-RWP-F method is better than HSR-RWP-NF.1065

• The PAR format, on average, shows a better perfor-1066

mance for the luma components.1067

• The CA packing can improve the performance of1068

luma components for videos 1, 4, and 7, consequently1069

providing better overall performance.1070

• Regarding chroma components, our proposed methods 1071

(HSR-RWP-NF, HSR-RWP-F, and CA packing) show 1072

better performance compared to PAR. 1073

Moreover, as can be seen in Table 12, for the LDB 1074

configuration, similar to the RA configuration, the coding 1075

performance of our proposed methods (HSR-RWP-F and 1076

CA) is better than that of the PAR and NPCM methods, and 1077

the performance of HSR-RWP-F is slightly better than that of 1078

the CA method. 1079

V. CONCLUSION 1080

This paper presented two region-wise packing methods for 1081

ERP videos with a sampling ratio (SR) of 0.5, leveraging 1082
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computationally efficient downsampling operations. The1083

first method, HSR-RWP, minimizes pixel information loss1084

by exploiting the uneven sampling density of the ERP1085

format. The second method, CA packing, optimizes packing1086

by prioritizing regions of high spatial complexity in the1087

frequency domain using DFT. Both methods are competitive1088

in terms of coding performance while maintaining low1089

computational complexity, making them suitable for real-1090

time 360◦ video applications. Future work focuses on1091

exploring packing methods with SR>0.5 and enhancing the1092

coding efficiency of CA packing method.1093
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